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Audition is often treated as a ‘secondary’ sensory system behind vision in the study
of cognitive science. In this review, we focus on three seemingly simple perceptual
tasks to demonstrate the complexity of perceptual–cognitive processing involved
in everyday audition. After providing a short overview of the characteristics of
sound and their neural encoding, we present a description of the perceptual task of
segregating multiple sound events that are mixed together in the signal reaching the
ears. Then, we discuss the ability to localize the sound source in the environment.
Finally, we provide some data and theory on how listeners categorize complex
sounds, such as speech. In particular, we present research on how listeners weigh
multiple acoustic cues in making a categorization decision. One conclusion of this
review is that it is time for auditory cognitive science to be developed to match
what has been done in vision in order for us to better understand how humans
communicate with speech and music.  2010 John Wiley & Sons, Ltd. WIREs Cogn Sci 2010
DOI: 10.1002/wcs.123

INTRODUCTION

Imagine sitting on a pier with a friend over a
swimming beach where the swimmers are out of

your direct view. Your friend offers you this challenge:
from the movement of the water waves that you see
below, can you tell how many swimmers there are?
Where are these swimmers relative to each other?
And what kind of stroke is each one doing? The
offer of such a seemingly impossible challenge would
probably lead you to question whether you needed a
better class of friends. However, our auditory system
performs similarly improbable feats every day.

Events in the environment can lead to
perturbations of the air (changes in air pressure).
When there are multiple events occurring at the same
time, the disturbances of the air are summed, much
like the mingling of waves from multiple swimmers.
As a listener, we can use the sound waves that
result from this summation to determine how many
events occurred, whether the events that occurred are
relative to each other, and exactly what are those
events. If your mischievous friend challenged you
to close your eyes and listen while a whistle blew,
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a person spoke and a dog barked and asked you
to name the number, location, and identity of these
sound sources—you would find the challenge much
less intimidating (though you may still question your
quality of friend). The ability of the auditory system
to segregate, locate, and categorize events in the
environment is a remarkable accomplishment given
the complexity and transient nature of sound waves.
A great deal of cognitive–perceptual processing must
be involved in even the most basic auditory tasks in
real-world environments. Although our understanding
of auditory processing of complex sounds is well
behind our understanding of visual processing of
complex images, there has been substantial progress in
auditory cognitive science. In this article, we provide
some basics on sound and its neural encoding by the
peripheral auditory system and then use the three
tasks of segregation, localization, and categorization
from the well-worn swimmer analogy to provide a
brief overview of some classic problems in auditory
perception along with some exciting new emerging
research questions.

AUDITORY COGNITIVE SCIENCE

When compared to vision, audition seems like a rather
unreliable perceptual system. At any point in time,
the entire retina can be exposed to structured light
and potentially result in activation of any of the
approximately 100 million photoreceptors. However,
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the auditory system receives at most two inputs, the
relative air pressure at each ear, at a single time point.
And to complicate matters further, most sound events
are relatively brief or transient. Although a visual
object may be scanned across time from different
angles, one usually only gets a single ‘glimpse’ of a
sound event. In vision, if two objects are in the same
‘line of sight’, one will partially or totally occlude the
other for the viewer. In audition, the perturbations of
the air from two events in the same ‘line of hearing’
will mingle together in the sound wave reaching the
listener. This makes the problems of segmentation
and localization of events seemingly more complex
than the task of segmenting and localizing objects in
a visual scene. Even if segmentation is accomplished,
the categorization of a sound event appears more
difficult than visual object recognition. Sounds are
rarely distinguishable by the mere presence or absence
of discrete features. Instead, different sound events
are typically distinguished by their values on multiple
continuous acoustic dimensions. For example, the
perceived difference between a clarinet and a flute
playing the same note is not the result of the listener
detecting a discrete feature but by the recognition of
specific patterns across complex acoustic dimensions
(such as the relative amplitude of harmonics and
the duration/slope of intensity increase at note
onset—these terms will have more meaning after
we briefly discuss acoustics below). Similarly, one
cannot distinguish the initial consonant sound in bear
from pear by detecting a single invariably present
‘b’ feature. In fact, Lisker1 cataloged 16 different
acoustic dimensions that could provide information to
a listener about whether a word started with ‘b’ or ‘p’.

The preceding litany of complexities in audition
would seem to render the sense unsuitable for gath-
ering information about the world. However, despite
these ‘problems’, we use sound as the basis for our
dominant form of communication—speech—and for
one of our major forms of artistic expression—music.
It is clear that for audition to be so useful, a great
deal of perceptual–cognitive processing must occur.
Given the temporal nature of hearing and the fact
that sounds are transient, memory must be important
for audition. Given that sounds from different sources
are intermixed in the signal and that we are often
interested in a single source (such as a talker with
whom we are conversing at a party), attention must
be important for audition. Given the complexity of
the acoustic variables that distinguish sound events
and the need to classify them (especially for com-
munication), categorization and pattern recognition
must be important for audition. That is, the study of
audition requires a cognitive science framework. Yet,

auditory cognitive science is much less developed than
visual cognitive science. There has been a great deal
of excellent work on the encoding of simple sounds
(such as tones and noise) in the peripheral auditory
system and on the perception of pitch and loudness.
However, there has traditionally been much less focus
on the encoding and perception of complex sounds
and on the roles of memory, attention, and catego-
rization. For us to gain an understanding of how
humans perceive speech, music, and other complex
acoustic signals, auditory cognitive science will need
to become a more vibrant and productive field.2 Later,
we outline some general issues in auditory cognitive
science using the three specific tasks of segmentation,
localization, and categorization. However, first, we
set down some of the basics of acoustics and neural
encoding of simple sounds.

BASIC ACOUSTICS AND PERCEPTION

To begin, it is necessary to review some of the foun-
dations of acoustics/audition (for a more detailed
description, we recommend Ref 3). When an object
moves or vibrates, it disturbs air (or other media)
causing the density of molecules to fluctuate. Such
fluctuations in air pressure are the basis of sound
waves. Just like the ripples in our hypothetical ocean
carry information about the nature of the splashing
and swimming, the structure of sound waves car-
ries information about the event that disturbed the
air. These principles are demonstrated by the simplest
sound in auditory science, the sine-wave tone. Figure 1
illustrates that three characteristics define a sine-wave
sound. Frequency relates to the rate at which the object
vibrates (and, thus, the rate at which it affects air pres-
sure) and is measured in Hertz (Hz), the number of
times the pressure changes from high to low in one sec-
ond. The range of human hearing spans approximately
20–20,000 Hz (although the upper limit decreases
markedly with age), defining the human region of
sound in the same way we define visible light in the
electromagnetic spectrum. Changes in frequency of a
sine wave are perceived as changes in pitch. That is,
pitch is the perceptual representation of the rate of
vibration of a sound-producing event. Variations in
the magnitude of air pressure disturbances are char-
acterized by the sounds amplitude (or intensity, if
one is measuring power). Amplitude is represented
in logarithmic units called decibels (dB). The decibel
is a measure of the ratio between two sounds—the
sound you are measuring and a standard level, which
is typically the amplitude at which a normal hear-
ing individual can detect a 1000-Hz tone. Note that
because decibels are calculated as a ratio, 0 dB does
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FIGURE 1 | The three characteristics that define a sine-wave sound. Each of the three graphs shows two sounds’ air pressure changes as a
function of time. (a) The two sounds differ in frequency, with the sound illustrated by the solid line cycling between periods of higher and lower air
pressure at a lower rate, or frequency, than the sound shown by the dotted line. The two sounds in (b) have the same frequency, but differ in
amplitude; the sound illustrated by the solid line elicits greater changes in air pressure and has greater amplitude. The two sounds in (c) have the
same frequency and amplitude, but differ in phase.

not mean no sound—it means the measured amplitude
is equivalent to the standard. The perceptual corre-
late of amplitude is loudness. That is, loudness is
the perceptual representation of the extent of the
movement of the original sound event. The dynamic
range of humans (from the lowest detectable sound
to pain threshold) is approximately 140 dB (or an
incredible 14 orders of magnitude in linear amplitude
measures). The final acoustic attribute that defines the
sine-wave tone is its starting phase—the point in the
sine cycle at which the wave starts. Phase is measured
in radians or degrees, with 360◦ or 2π radians for
one full cycle of the sine wave. For individual sounds,
changes in starting phase do not result in noticeable
perceptual changes. This does not mean that phase is
not encoded by the auditory system, as phase differ-
ences between the sounds reaching each ear result in
differences in perceived location of the sound source.

The sine wave is a simple sound example that
nicely demonstrates sound acoustics. However, alone
it is not very ecologically valid as it exists only in
the acoustician’s laboratory or as a consequence of
electronic synthesis. Its power and prevalence in audi-
tory sciences comes when sine waves are combined.
Sine waves can be thought of like building blocks of
the auditory world. Just as the simple plastic build-
ing block can be organized and configured to build
fantastically detailed replicas of cities, landscapes, or
machines, sine waves can be added (with the proper
characteristics of frequency, phase, and amplitude)
to create more complex sounds. In fact, Fourier’s
theorem assures that with a sufficient number of sine
waves, any sound can be created. The flip side of this
is that more complex sounds such as speech and music

can be broken down into their constituent sine-wave
tones using the mathematical techniques of Fourier
analysis.

Although it is helpful to represent complex
sounds in terms of combinations of simpler sine waves,
the mapping between acoustics and perception is not
as easily derived from the perceptual consequences
of the component sine waves. Figure 2 shows line
spectra for a flute and clarinet playing the same
note. The lines represent the amplitude and frequency
of sine waves that would create each sound (if the
sound was stable in time). Each sound is composed
of a fundamental frequency (f0) and harmonics at
multiples of the fundamental frequency. When these
harmonics (including f0) are added, listeners do not
hear a number of simultaneous pitches corresponding
to each sine wave. Instead, the listener hears one sound
with a pitch that matches that of the fundamental
frequency. Hence, the two sounds presented in the
figure will have the same pitch and, thus, be perceived
as the same musical note. If this is true, how do
we distinguish between instruments playing the same
note? The answer is that timbre or quality of the
sound is a function of the amplitudes of the harmonics.
(The term timbre is often used to speak broadly about
differences in sound not covered by pitch, loudness,
or location and may, therefore, be related to other
acoustic variables such as ‘attack’ and ‘decay’—how
rapidly the amplitude increases or decreases at the
beginning and end of a sound, respectively). The
patterns of relative amplitudes differ for the clarinet
and flute because of the resonant characteristics of
the instruments. Thus, the melody of a song is carried
by changes in the fundamental frequency, whereas
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FIGURE 2 | Spectra for a flute and clarinet playing the same note.
The lines represent the amplitude and frequency of sine waves that
would create each sound (if the sound were stable in time). Each sound
is composed of a fundamental frequency (f 0) and harmonics at
multiples of the fundamental frequency, highlighted by the arrows in
the graph. Note that there are differences in the relative amplitude of
different harmonics for flute versus clarinet. This contributes to the
timbre, or quality, of the sound and differentiates the sounds of a flute
and a clarinet playing the same note.

our identification of the instruments playing the
melody is a result of the amplitude patterns across
the harmonics. One may wonder whether one could
devise a system like music in which variation in
timbre was more important than variation in pitch.
We do have such a system—it is speech. Vowel
sounds are differentiated in large part to differences
in timbre—they vary in the relative amplitude pattern
across the harmonics due to the different resonances
that result from changes in the shape of our vocal
tract. Thus, speech production is much like a musician
playing the same note but changing the instruments
on which it is played. (Voice pitch does play a role
in speech communication as well, especially for tone
languages such as Mandarin Chinese, but changes in
timbre carry most of the linguistic information).

The description of the mapping of acoustics
and perception above is a good starting point for
understanding audition, but it is still a gross oversim-
plification when one examines more complex sounds.
Even the basis for the perception of the pitch of
complex sounds has not been satisfactorily resolved.4

NEURAL ENCODING OF SOUND

For humans, perception begins with sound pressure
waves entering the outer ear, or pinna, and setting the
delicate tympanic membrane (eardrum) into vibration
in the middle ear, the movement of which is transferred
to three tiny bones that are attached (the ossicles),
which push up against the end of the fluid-filled inner
ear (the cochlea), setting up a wave that displaces a
flexible structure called the basilar membrane. Like a
swimming flipper, the basilar membrane is wide and
floppy at the apex and narrower and stiffer at the base.
These physical properties influence how it is displaced
by sound; higher frequencies vibrate the stiffer base to
a greater extent than do lower frequencies, creating
a place code along the basilar membrane such
that different locations are maximally displaced by
different sound frequencies. The result of this place
code is that the cochlea acts much like a Fourier
analyzer, performing a spectral analysis by separating
out the frequency components of complex sounds.
Auditory receptors called inner hair cells reside on
the basilar membrane, each with hairlike stereocilia.
As the basilar membrane is displaced by the wave,
the stereocilia are bent, setting in place a cascade of
chemical events that translates the mechanical energy
into a neural code along the auditory nerve. Outer
hair cells, another type of auditory receptor, are
also present along the basilar membrane. These cells
appear to act as miniature motors that amplify the
movement of the basilar membrane for low-intensity
sounds by actively changing their shape, which alters
the movement of the basilar membrane and causes
the hairs on the inner hair cell to bend more, thereby
improving transduction to the auditory nerve. This
active cochlear amplifier increases sensitivity to low-
amplitude sounds but does not affect large-amplitude
sounds, thereby increasing the effective dynamic range
for the auditory system. This sensitivity boost is
frequency specific as the outer hair cell amplifier occurs
only at the place along the basilar membrane tuned to
the incoming frequency.

Because different inner hair cells communicate
with different auditory nerve fibers, the frequency-
place code of the basilar membrane is maintained in
the eighth nerve and, in fact, remains pervasive in
auditory processing through cortical levels. Stimulus
frequency is also encoded in the temporal pattern
of neural firing with neurons tending to fire at the
same place in a sine wave’s cycle, a phenomenon
known as phase locking. Stimulus intensity is encoded
by the number of active fibers and the firing rates
of those fibers. The neural code at the auditory
nerve is actually much more complicated than these
simple principles suggest, especially when one looks at
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complex signals such as speech and music. Auditory
nerve fibers exhibit adaptation and their temporal
patterns can be dominated by component frequencies
that are well removed from the frequency to which
that neuron normally is tuned (synchrony capture5).
Thus, for complex signals, there is quite a bit of
neural processing and stimulus component interaction
occurring even at the level of the auditory nerve.
Substantial processing and feature extraction occurs
all along the auditory pathway, which is more complex
than the visual pathway with significant subcortical
processing and interactions between the signal from
both ears.

SEGMENTATION

As difficult as it has been to characterize the encoding
and processing of single complex sounds, determining
how the auditory system manages to accommodate
multiple concurrent sound events is much more
challenging. The sound wave reaching the ear
includes the superimposed effects of multiple sound
events. That sound wave will be deconstructed into
frequency components by the cochlea, which leaves
the listener with two daunting tasks—to segregate
the components coming from the independent sound
events and to integrate the components that belong
to the same event. Normally, we perform these tasks
with ease. Cherry6 wondered how we could so readily
listen to someone with whom we were engaged in
conversation even when surrounded by many other
conversations, which he labeled the cocktail party
problem (do people go to cocktail parties anymore?).
What is remarkable about this ability is not just that
we can segregate the parts of the signal specific to our
interlocutor, but that we can shift our attention to
another talker if our current conversation becomes
uninteresting (as when our friend is discussing
determining swimmers from water waves).

Bregman has referred to the abilities to segregate
and integrate sounds relative to their sources as audi-
tory scene analysis.7 The visual analogy implied in
that title was carried further by Bregman, who won-
dered if the basic perceptual principles of sound event
segmentation may resemble those for visual organi-
zation developed by the Gestalt psychologists. There
will be regularities in the structure of sounds rising
from a single source that can be used as heuristics or
principles for segregation and integration (sometimes
called ‘grouping’). Acoustic components arising from
the same source tend to be similar across time, to be
harmonically related (frequencies being integer multi-
ples of each other), to begin and end together, and to
continue without abrupt discontinuities. A great deal

of empirical evidence has demonstrated that listeners
tend to segregate complex sounds using these princi-
ples of similarity, harmonicity, contemporaneity, and
good continuation when there is no other evidence
available with which to segregate sounds.7

One of the clearest and best-known demonstra-
tions of auditory scene analysis is a phenomenon
called auditory stream segregation. A sequence of
tones with alternating high and low frequencies (e.g.,
HLHLHL. . .) is heard as ‘galloping’ between the two
frequencies at slow presentation rates. At faster pre-
sentation rates, however, the perceived organization
of the tones changes; they are heard as two pul-
sating simultaneous sound events or ‘streams’, one
high-frequency and the other low-frequency grouping
by frequency similarity.8,9 These perceptual streams
no longer interact with each other perceptually, so
that listeners can no longer tell the relative ordering
of the tones in the two streams or hear rhythmic or
melodic patterns that include tones from both streams.
Although listeners usually report being able to ‘hold’
streams together at some rates of presentation, at
faster presentation rates it is no longer possible for
listeners to integrate the streams. It is also the case
that stream segregation seems to ‘build up’ over time.
Initially, one may hear a single stream that separates
into two streams with greater exposure.10,11 Auditory
stream segregation has been demonstrated in non-
human animals including macaques,12 birds,13 and
even goldfish,14 suggesting that the perceptual prin-
ciples involved are quite general. In fact, one can
see the ‘build-up’ effects of stream segregation in the
responses of single neurons in auditory cortex (A1) of
macaques15 and even in neural responses in the brain
stem of Guinea pigs (at the cochlear nucleus16).

Although the preceding depicts stream segre-
gation as an obligatory, stimulus-driven, and ‘lower
level’ perceptual phenomenon, auditory scene analy-
sis, in general, is affected by attention, context, and
knowledge. Bregman7 points out that auditory orga-
nization may also be ‘schema based’ with expected
or previously resolved patterns or schema guiding
perception. For example, prior exposure to an other-
wise unfamiliar target melody assists listeners later
in segregating it from a more complex auditory
scene.17 Likewise, the perceptual interpretation of
a preceding auditory stream may influence the way
that subsequent streams are perceived.18 Modulating
effects of attention have also been demonstrated. For
example, listeners are less likely to lose the galloping
rhythm described above when they are distracted by
a challenging auditory discrimination task presented
to the opposite ear.19 The nature of the interaction
of ‘schema-based’ processing with the Gestalt-like
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basic principles of grouping remains an important
empirical and theoretical question in auditory cogni-
tive neuroscience. Our ability to segregate a single
talker’s speech from a crowd—the cocktail party
problem—is likely a result of both our experience
with patterns of speech across time (schema based)
and of the fact that the speech signal from one talker
satisfies many of the principles described above, such
as good continuation, harmonicity, and similarity.20

Other questions that remain unanswered are
how many streams or auditory events a person can rep-
resent at a time and how well represented are auditory
events that are not currently the focus of attention.
Gregg and Samuel21 have developed an interesting
methodology for answering these types of questions
using an auditory analog of the well-established
‘change blindness’ for visual displays.22 In this ‘change
deafness’ paradigm, listeners are presented an ‘audi-
tory scene’ consisting of four to six simultaneously
presented sound events (e.g., dog barking, bell ring-
ing). After an intervening 350 milliseconds of (white)
noise, the 1-second auditory scene is repeated either
identically or with one of the auditory events replaced
with a novel sound. Listeners find this task remark-
ably difficult even with only four events in the scene;
they fail to hear the change in approximately half of
the change trials. It does not appear that this is due
to a lack of encoding of the separate events because if
the same presentation design is followed by an forced
recognition task (which of these two sounds was pre-
sented in the previous scene?) listeners have little
trouble identifying the presented sounds whether they
were in the initial auditory scene, the second scene, or
both. Thus, it appears that multiple sound events can
be encoded by a listener, but that there is some diffi-
culty in comparing sets of events across time (similar
to some models of change blindness, e.g., Ref 23).

LOCALIZATION

Once a listener has segregated out a sound event, they
may wish to determine the location from which that
sound originated. Auditory localization is possible, of
course, but performance pales in comparison to vision.
The poorer performance for auditory localization may
be one reason that it has often been considered a
‘secondary sense’ to vision. When visual and auditory
spatial cues are put into conflict, the spatial location
determined by the visual system tends to win out. This
is the basis of the ventriloquist effect in which we
perceive the speech coming from the visually moving
dummy’s mouth instead of from its true source, the
ventriloquist’s mouth.24,25. This ‘visual dominance’
appears to be due to the fact that visual spatial acuity

is superior to auditory acuity in most situations.
Alais and Burr26 demonstrated that the auditory-
determined location can dominate over the visual
location when the visual spatial cues are degraded (by
blurring the visual object). That is, perceivers actually
integrate information across the senses but the more
reliable information is more heavily ‘weighted’ in the
final perception.27 In most cases of localization, that
information comes from the visual system, which is
best at recognizing objects in space. However, before
we relegate the auditory system to a lower position on
the sensory esteem scale, it should be noted that the
auditory system is better at recognizing events in time
(which is why we have used the term auditory/acoustic
‘event’ instead of auditory ‘object’). The temporal
resolution of the auditory system far exceeds that of
the visual system. And similar to the dominance of
vision in spatial tasks, the rate of a flickering light
tends to be perceived as synchronized to the rate of
a repeating sound—a phenomenon called auditory
driving.28,29

Despite the poorer spatial resolution, auditory
localization does have its advantages: it works at night
or when one’s eyes are closed; it works for events that
are occluded behind other objects; and it can deter-
mine locations of events occurring behind one’s back.
This flexibility may be one major reason that sound is
used as our major conduit for communication. Unlike
vision, in which the spatial representation is part of the
encoding from the retina on, there is no spatial map
in the auditory periphery. To localize a sound source,
the listener needs to compute the direction from which
a sound arrives at the ears from rather indirect cues.
The two main cues that are used to localize an event
in the horizontal (azimuth) plane are the differences in
timing and intensity at the two ears. A sound to one’s
right is going to arrive at the right ear first. The differ-
ence in arrival times is referred to as an interaural time
difference (ITD) or as an interaural phase difference
(IPD) because the temporal difference for a sine wave
will result in a shift in the relative phase at each ear.
Note that differences in relative phase are perceived as
changes in location of the sound source. It is also the
case that a sound coming from one’s right will be more
intense at the right ear. This is not only due to the loss
of power with distance (the inverse square law) but
also due to the fact that the head produces a ‘sound
shadow’. The resulting difference in intensity between
the two ears is referred to as an interaural level differ-
ence (ILD). Both of these cues are used by listeners to
localize sounds, but ITDs tend to be more reliable for
frequencies under 1500 Hz and ILDs for sounds above
4000 Hz. Between 1500 and 4000 Hz, localization
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ability is poorer.30 These results support Lord
Rayleigh’s31 original duplex theory of localization.

Note that the cues to location described above
cannot resolve all spatial differences between sound
sources. There will be no change in ITD or ILD
for sound events differing only in the vertical plane
(elevation) or directly in front or back of the listener.
Although these types of localization tasks do lead
to more errors, listeners can perform above chance,
suggesting that there must be other localization cues.
It is presumed that this ability is due to head-related
transfer functions (HRTFs)—the shifts in amplitudes
of different frequencies due primarily to the particular
sound shadow cast by one’s outer ear (the pinna) and
ear canal. The exact perturbation of the incoming
signal is a function of both the location of the sound
source and the individual structure of the listener’s ear.
Thus, the auditory system can use this information to
localize sounds in the vertical plane, but the mapping
of the HRTF to spatial location will be specific
to the individual listener. Presumably, this mapping
has to be learned and altered across development.
Hofman et al.32 provided a demonstration of this
perceptual plasticity by fitting adult humans with ear
molds that significantly changed the HRTFs. Although
localization in the vertical plane was abysmal on
the first day with the molds, performance reached
near normal levels after a month. Interestingly,
immediately after removal of the molds, the listeners
still demonstrated normal localization, suggesting that
their initial HRTF mapping was preserved in parallel
with the newly learned mapping.

While our understanding of localization of single
sound sources (especially for simple sounds such as
tones) is fairly well developed, there is still much to
be learned about how spatial location is determined
for multiple simultaneous sounds. One chicken-or-egg
question is whether we segregate sound events prior
to localization or whether we use spatial location cues
to segregate sound events. It may be surprising to
most readers that spatial cues do not appear to play a
strong role in segmenting events especially when there
are multiple events coming from multiple locations.33

For example, listeners easily integrate harmonically
related tones when presented to opposite ears,34 even
though this is clear evidence that they do not arise
from the same spatial source. However, streaming
based on spatial location can be observed as long
as there are not other cues, suggesting a different
organization.35 Darwin36 proposes that the relative
weakness of spatial cues for segmentation may be
due to the lack of reliability of these cues when
multiple sound sources are allowed to interact or when
reverberations and echoes are part of the listening

environment. The complexity of the relationship of
segmentation and localization in audition may be due
to intervening effects of attention and the nature of the
task.37 In fact, attention, memory, and expectations
all are likely to be important for creating the spatial
representation for multiple sound sources, given the
dearth of spatial information in the initial encoding of
sound.

CATEGORIZATION

Once a listener has segregated and localized an
event, they will probably wish to identify it. When
presented sounds of struck bars, listeners can classify
the material,38,39 size,38,40] and shape41 of the bar.
However, listeners’ performance is typically well
below what would be considered optimal if one
examines the relevant acoustic information in the
signal.42 Again, the auditory system does not appear
to be particularly good at ‘object’ recognition. On the
other hand, listeners can make robust classifications
of some sound events based on subtle changes in the
acoustics. In particular, listeners have little problem
categorizing the dynamic speech signal into phonemes.

Readers who have had any exposure to the
speech perception literature are likely to have heard
about categorical perception—the hypothesis that
speech sounds are not perceived as sounds, per se,
but only in terms of their phoneme categories.43

The support for this hypothesis is that it is very
difficult to discriminate acoustic changes for sounds
within a single phoneme category but very easy
to discriminate sounds from different categories. It
has been demonstrated that this discrimination pat-
tern is not specific to speech sounds44 and can be
predicted readily from models of general auditory
categorization.45,46 Although many researchers (per-
haps most) believe that speech perception—mapping
acoustics to phonemes—is an example of perceptual
categorization,47 there has been a real lack of empiri-
cal work on the processes and constraints involved in
categorizing sounds, generally.

Although there have been several studies that
have examined how listeners can learn to catego-
rize nonspeech sounds varying on a single acoustic
dimension,48–50 most auditory categories including
speech categories are defined across multiple dimen-
sions. One of the important considerations when one
examines multidimensional categories is that listeners
can selectively ‘weight’ or attend to one dimen-
sion or ‘cue’ more than the other. In speech sound
categorization, this relative cue weighting changes
over development51,52 and is specific to one’s native
language. The difficulties producing and perceiving
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speech sounds in a nonnative language (such as
Japanese speakers have difficulties with English ‘l’
and ‘r’) appear to be due, in part, to mismatches of
cue weighting strategies between the first and second
language.53,54 Clearly, these cue weights are learned,
but what determines which cue gets greater weight,
and can we modify these weights when they are ineffi-
cient? Although there has been some research devoted
to these questions using speech stimuli,55 it is dif-
ficult to assert the necessary control over listeners’
experience with speech sounds in order to evaluate
the importance of any variable in determining the cue
weights.

One solution is to use novel nonspeech sound
categories that allow the researcher to know the
stimuli that the listener has experienced perfectly. Holt
and Lotto56 created a set of arbitrary categories using
a set of sine-wave tones that repetitively increased and
decreased in frequency at a certain rate—modulation
frequency (MF), which is heard as a difference in
‘roughness’—around a particular center frequency
(CF), which is perceived as a the basic pitch of
the tone. Distributions of these sounds were created
by varying both dimensions MF and CF. Figure 3
shows the distributions with each dot representing
one exemplar of each category, which were simply
named A and B. The shape of these distributions
in the two-dimensional shape resembles distributions
used previously for studies of vowel categorization
with human infants57 and birds.58 Listeners were

320

270

220

170

120

70

20

600 700 800 900 1000 1100
−30

Center frequency (Hz)

M
od

ul
at

io
n 

fr
eq

ue
nc

y 
(H

z)

FIGURE 3 | Distributions of two arbitrary, novel sound categories.
Each dot represents one sound; filled dots comprise one category and
open dots define the other. Listeners learned to categorize these novel
sounds as ‘A’ or ‘B’. Although either of the dimensions could be used to
differentiate the categories, listeners relied primarily upon the center
frequency (CF) dimension.56

trained to categorize each sound as it was played
in isolation with feedback. Although both the MF and
CF cues are equally informative for the task, listeners
weighted CF more heavily than MF—which could be
seen in both their patterns of errors and by correlating
their responses with values on each dimension. That
is, listeners appear to have a bias to use pitch as a
cue for auditory categorization. Similar biases in cue
weighting have also been witnessed in categorization
of struck bars.59 This may be one reason that listeners’
accuracy in judging the size, shape, and materials of
these bars is lower than would be expected if they
used all of the information available in the acoustics.

The biases in the cue weighting from this
experiment provided an opportunity to see how one
might modify the weights by modifying the training
set. Holt and Lotto56 moved the distributions closer
together on the CF dimension in order to decrease
the reliability of this cue (one would make more
errors relying on it). This had no effect on the cue
weights; listeners continued to rely more on CF
despite the inefficiency of this strategy. In the third
experiment, CF was made more variable within each
distribution. In this case, the cue weights flipped so
that MF became dominant. The key to modifying
weights appears to be related to variance of a variable
within categories. One may infer then that the best
way to teach a learner of a second language to
stop relying on an inefficient phonetic cue is to
present that cue with substantial variability. In fact, it
has been demonstrated that learning is enhanced by
hearing multiple speakers produce target phonemes in
a training set.60 Presumably multiple speakers provide
more variance in acoustic cues that are unrelated to
the phonemes of concern, which helps to modify the
learner’s cue weights.

The previous work on cue weighting in
auditory categorization demonstrates that learning
and attention play a strong role in functional audition.
It is still unclear how cue weighting or selective
attention affects the representation of sounds and we
can only speculate as to why listeners show the biases
in weighting that have been demonstrated. There are
sure to be more surprises as cognitive models of
complex audition are developed. One possibility is
that attention can modulate the encoding of sound
all the way down to the movement of the basilar
membrane. A feedback-efferent pathway exists from
the brain stem (superior olivary complex) back to
the outer hair cells in the cochlea. The activation
of these efferents affect the gain of the cochlear
amplifier benefit discussed in the section on neural
encoding (see Ref 61 for an in-depth overview). There
are also descending pathways from cortex to the
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brainstem-cochlear feedback system. This suggests the
provocative possibility that cognitive processes could
modulate the gain at the earliest stages of neural
encoding. There is some evidence (though not defini-
tive) that listeners who are selectively attending to
a particular frequency region change the mechanics
of transduction specifically at the point tuned for
those frequencies.62 If selective attention could affect
the mechanical interface between the world and the
central nervous system, it would provide a very differ-
ent view of the relationship between perception and
cognition than has been traditional.

CONCLUSION

Although auditory perception played an important
role in the early development of cognitive science,63

auditory cognitive science has subsequently lagged
behind its visual counterpart. Using the functional

tasks of segmentation, localization, and categorization
of sound events as examples, we have tried to demon-
strate that significant perceptual/cognitive processing
is involved in everyday audition. We have tried hard
not to use the banal phrase ‘much more research
must be done’, but much more research needs to be
done. We have a fairly good understanding of the neu-
ral encoding and perception of simple sounds (tones
and noises) presented in isolation, but there are few
coherent models of how complex sounds, especially
presented simultaneously, are perceived. For example,
the perception of complex sounds, such as speech,
is often affected by the acoustic makeup of preceding
and following sounds.64 To determine the mechanisms
underlying these effects, researchers must move away
from studying sounds in isolation. The development
of more complex auditory models is essential for us
to make continuing progress in understanding how
humans communicate through speech and music.
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