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Abstract - In an effort to examine the flexibility with which at- 
tention can be allocated in visual space, we investigated wheth- 
er subjects could selectively attend to multiple noncontiguous 
locations in the visual field. We examined this issue by precuing 
two separate areas of the visual field and requiring subjects to 
decide whether the letters that appeared in these locations 
matched or mismatched while distractors that primed either the 
match or mismatch response were presented between the cued 
locations. If the distractors had no effect on performance, it 
would provide evidence that subjects can divide attention over 
noncontiguous areas of space. Subjects were able to ignore the 
distractors when the targets and distractors were presented as 
nononset stimuli (i.e., when premasks were changed into the 
targets and distractors). In contrast, when the targets and dis- 
tractors were presented as sudden-onset stimuli, subjects were 
unable to ignore the distractors. These results begin to define 
the conditions under which attention can be flexibly deployed to 
multiple noncontiguous locations in the visual field. 

A number of metaphors have been used to describe how 
organisms selectively process information in the visual field. 
Some researchers have suggested that attention operates like a 
spotlight (Broadbent, 1982; Posner, Snyder, & Davidson, 1980). 
Information that falls within the spotlight is actively processed 
while information outside the spotlight either passively decays 
or is actively inhibited. In general, the spotlight is assumed to 
be of a fixed diameter, so focusing attention on objects in dif- 
ferent regions of the visual field requires a movement of the 

spotlight. Other theorists have proposed a somewhat more flex- 
ible model of visual attention. For example, it has been sug- 
gested that attention operates like a zoom lens on a camera 
(Eriksen & St. James, 1986; Jonides, 1983). The lens can be 
either tightly focused on a limited area of visual space or ex- 
panded to include a larger portion of the visual field. Within this 
framework, the rate of processing is inversely related to the size 
of the focus. Thus, it is assumed that attention is a limited 
resource and that processing rate is proportional to the number 
of resource units allocated per unit of visual space. Processing 
of information outside the focus involves either expanding the 
focus of the lens or reorienting a tightly focused beam. One 
important assumption shared by both the spotlight and the 
zoom-lens models is that there is a unitary attentional focus. 
Thus, within these theoretical frameworks, attention cannot be 
focused simultaneously in noncontiguous areas of the visual 
field. 

There are, however, several models which do suggest that 

attention can be focused on noncontiguous regions of the visual 
field. For example, LaBerge and Brown (1989) have suggested 
that multiple attentional gradients can be imposed upon differ- 
ent locations in visual space such that objects may be selec- 
tively processed within these areas but not in intervening por- 
tions of the visual field. A number of other researchers (Baylis 
& Driver, 1993; Duncan, 1984; Kahneman, Treisman, & Gibbs, 
1992; Kramer & Jacobson, 1991) have suggested that attention 
is focused on objects or perceptual groups in the visual field. 
Within these object-based models of visual attention, it is pos- 
sible to divide attention among noncontiguous regions of space 
in situations in which objects with similar characteristics are 
distributed across the visual field. For example, according to 
these models, it should be possible to selectively process traffic 
that is moving at a constant velocity and direction, and there- 
fore forms a perceptual group, and ignore stationary objects 
such as route signs, which may be physically interspersed 
among the moving automobiles. 

Empirical tests of the assumption of noncontiguous atten- 
tional selection have produced mixed results. Previous studies 
have varied the probability that a target will appear at one of 
several locations in the visual field and have found patterns of 
response times that have been interpreted as evidence that at- 
tention was divided on the basis of this probabilistic information 
(Shaw & Shaw, 1977). However, other researchers have sug- 
gested that this pattern of performance could be the result of 
shifting attention from location to location across trials rather 
than dividing attention among locations within a single trial 
(Posner et al., 1980). Other researchers have cued two loca- 
tions, one in each hemifield, and have found an inverse rela- 
tionship between the size of a box cue and response time to 
detect a luminance increment target (Castiello & Umilta, 1992). 
Given the assumption that processing rate is inversely related to 
the size of the attended region, these findings suggest that at- 
tention can be divided among multiple locations, at least in 
situations in which only a single stimulus appears in the visual 
field. 

However, several other studies have failed to find evidence 
for the division of attention among noncontiguous locations. 
For example, in studies in which multiple locations were pre- 
cued as potential target locations, processing time benefits were 
found either for only the most probable location (Posner et al., 
1980) or for the second most probable location only when it was 
adjacent to the most probable target location (Eriksen & Yeh, 
1985). Other studies have found that subjects are unable to 
selectively ignore distractor stimuli that are located between 
two cued target locations (Heinze et al., 1994; Pan & Eriksen, 
1993). 

These results leave unresolved the question of whether it is 
possible to divide attention among multiple noncontiguous re- 
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I gions of the visual field. We believe that one important charac- 
teristic of the studies that have failed to find evidence consistent 
with the division of attention is that the targets and distractors 
have been presented as transient events. There is now a sub- 
stantial body of literature (Muller & Rabbitt, 1989; Theeuwes, 
1992; Yantis, 1993) which suggests that transient or sudden- 
onset events capture attention automatically. Thus, it is con- 
ceivable that in previous paradigms, the onset distractors might 
have captured attention, thereby rendering it difficult or impos- 
sible to selectively focus on the target locations. 

We tested this hypothesis by presenting subjects with dis- 
plays like the ones illustrated in Figure 1. The subjects were 
instructed to decide whether two target letters matched or mis- 
matched. In one condition (onset condition), the targets and 
distractors occurred as sudden onsets; in another condition 
(nononset condition), the targets and distractors were created 
by removing sections of premasks. If the sudden-onset distrac- 
tors were capturing attention in previous studies, and thereby 
making it difficult to maintain attention on the target locations, 
we would expect an interaction between the type of response 
(match vs. mismatch) and type of distractor (same or different) 
with the onset but not with the nononset stimuli. 

METHODS 

Subjects 

Eight undergraduate students (age range: 19-26 years) were 
paid $5.00 per hour to participate in the study. Four of the 
subjects were male. All of the subjects possessed corrected 
visual acuities (Snellen) of at least 20/20. 

Apparatus and Stimuli 

Stimulus letters were displayed by a Dell 316SX computer 
with a VGA graphics adaptor and monitor. Uppercase £, H, P, 
S, and U served as the targets and distractors. In the onset 
condition, the target and distractors were presented simulta- 
neously. In the nononset condition, the targets and distractors 
were presented by removing two of seven segments of a figure- 
eight premask. Each letter subtended a visual angle of 0.4° in 
width and 0.6° in height from a viewing distance of 60 cm. 
Viewing distance was controlled by using a chin rest. Each of 
the stimuli (premasks, targets, and distractors) was presented 
on an imaginary circle with a radius of 8.5° of visual angle. A 
fixation point was located in the center of the imaginary circle. 
The display of two targets and two distractors could be located 
either above or below fixation. The two target letters appeared 
at either the 10:30 and 1:30 o'clock positions or at the 4:30 and 
7:30 o'clock positions. The two distractors were located on the 
imaginary circle between the two targets. The center-to-center 
distance between the two target letters was 12° of visual angle. 
The locations of the two target letters were precued with two 
white square boxes, which were 2° in width and height. The 
precue boxes, premasks, targets, and distractors appeared as 
white stimuli on a black background. 

Procedure 

Prior to the beginning of each trial, the fixation cross was 
presented in the center of the display. When subjects had fix- 
ated the cross, they pressed the space bar, which began the 
trial. A schematic illustration of the temporal structure of the 
onset and nononset trials is presented in Figure 1 . In the onset 
condition, two precue boxes appeared, in either the upper or 
the lower visual field, after subjects pressed the space bar. Af- 
ter 150 ms, two targets and two distractors were presented for 
60 ms, at which point the boxes and letters were replaced with 
a pattern mask. In the nononset condition, pressing the space 
bar led to the presentation of the two precue boxes along with 
four figure-eight premasks, two in the target positions (i.e., in 
the boxes) and two in the distractor positions. After 150 ms, two 
segments were removed from each of the figure eights to reveal 
two targets and two distractors. The targets and distractors 
remained on the display for 60 ms and then were replaced with 
a pattern mask. 

We also included onset and nononset control conditions in 
which the targets were presented in the absence of the distrac- 
tors. These conditions were included to assess whether differ- 
ences in reaction time (RT) or accuracy between onset and 

Fig. 1. Graphic illustration of the displays and temporal se- 
quence of events within a trial in Experiment 1 . The three pan- 
els in (a) represent the temporal sequence of the displays on the 
onset trials. The fixation cross was presented until the subjects 
depressed the space bar on the computer keyboard. Next, the 
precue boxes were presented for 150 ms. Finally, the two tar- 
gets and two distractors were presented for 60 ms. The three 
panels in (b) represent the temporal sequence of the displays on 
the nononset trials. The fixation cross was presented until the 
subjects depressed the space bar on the computer keyboard. 
Next, the precue boxes were presented along with the figure- 
eight premasks for 150 ms. Finally, the two targets and two 
distractors were displayed by removing segments from the fig- 
ure-eight premasks, and this display was presented for 60 ms. 
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nononset conditions might occur independently of the presence 
of distractors. For example, it is conceivable that onset stimuli, 
with their associated increase in luminance, might provide more 
effective temporal cues for the occurrence of the targets than 
the nononset stimuli. The more effective cuing might, in turn, 
lead to more rapid and accurate responding on the onset than on 
the nononset trials. If this were indeed the case, we would 
expect onset trials to be faster and more accurate than nononset 
trials whether the distractors were present (experimental con- 
ditions) or absent (control conditions). 

The subjects' task in both the onset and the nononset con- 
ditions was to decide whether the two target letters matched or 
mismatched. If the two targets matched, subjects depressed one 
of two keys on the IBM-style keyboard (either the / or the d 
key); if the letters mismatched, subjects pressed the other key. 
Response key was counterbalanced across subjects. Subjects 
were instructed to respond as quickly as possible while main- 
taining their accuracy above 85%. 

Subjects were also instructed to maintain fixation on the 
central cross throughout the trial because movement of their 
eyes to a target location would place the distractors closer to 
the fovea, thereby making the task more difficult. Subjects were 
presented with feedback on average speed and accuracy after 
each block of 60 trials. 

Subjects performed two experimental sessions on subse- 
quent days. In each session, subjects performed 15 blocks of 60 
trials each. Half of the blocks were onset blocks and the other 
50% of the blocks were nononset blocks. Response type (match 
or mismatch), distractor presence (present or absent), and dis- 
tractor type (same or different) were within-block variables. In 
the same-distractor condition, the two distractors were identi- 
cal. On a same-distractor/match-response trial, the two distrac- 
tors were also the same as the two target letters. In the dif- 
ferent-distractor condition, the two distractor letters were 
different from each other and also different from the target let- 
ters. Fifty percent of the trials were match-response trials, and 
50% were mismatch-response trials. Each of the two distractor 
types occurred 50% of the time on the distractor-present trials. 
Each session lasted for approximately 1 hr, and subjects were 
encouraged to take breaks whenever they desired. The first 
onset and the first nononset trial block were considered practice 
and were not analyzed. 

Design 

Four factors were manipulated in the study: display condi- 
tion (onset or nononset), response type (match or mismatch), 
distractor presence (present or absent), and distractor type 
(same or different). Display condition was a blocking factor; 
distractor type, distractor presence, and response type were 
randomized within blocks. 

RESULTS 

The means of single-subject median RTs and accuracy data 
are presented in Figure 2 for the experimental conditions. The 
RT data indicate a clear crossover interaction between response 

Fig. 2. Mean of the median reaction times (RTs) (a) and accu- 
racy data (b) for the experimental conditions. Results for the 
control (i.e., nondistractor trials) conditions, averaged across 
match and mismatch responses, are indicated by solid (onset 
trials) and unfilled (nononset trials) squares. 

type and distractor type for the onset but not the nononset 
conditions. This interaction also appears to be present in the 
accuracy data. 

The RTs and accuracies were submitted to three-way anal- 
yses of variance with display condition (onset vs. nononset), 
distractor type (prime same vs. different response), and re- 
sponse type (match vs. mismatch) as within-subjects factors. A 
main effect was obtained for display condition (RT: F[l, 7] = 
17.2, p< .01; accuracy: F[l, 7] = 10.1, p < .01). Subjects were 
slower and less accurate responding in the nononset than in the 
onset conditions. 
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More important, however, with respect to the question of 
whether subjects are able to divide attention between noncon- 
tiguous spatial locations was the significant three-way interac- 
tion among display condition, response type, and distractor 
type (RT: F[l, 7] = 12.3, p < .01; accuracy: F[l, 7] = 8.4, p < 
.01). As can be seen in Figure 2, there was a significant inter- 
action between response and distractor type for the onset but 
not for the nononset trials. Thus, the physically inserted dis- 
tractors influenced task performance only when both the targets 
and the distractors were presented as onset stimuli. When the 
targets and distractors were formed from premasks (i.e., nonon- 
set stimuli), subjects' performance was uninfluenced by the na- 
ture of the distractor. 

There is, however, one aspect of the data that might be 
interpreted as evidence that target processing was influenced by 
the distractors on the nononset trials. As can be seen in Figure 
2, performance on nononset trials was slower and less accurate 
than performance on the onset trials. Thus, it might be sug- 
gested that these performance differences are consistent with 
the influence of distractors on target processing on the nononset 
trials. The data obtained in the control conditions, in which 
distractors were not present, discount this interpretation. If the 
distractors were responsible for the RT and accuracy differ- 
ences between onset and nononset trials, we would not expect 
onset-versus-nononset performance differences on the control 
trials. However, if the main effects on RT and accuracy be- 
tween onset and nononset trials were due to more effective 
temporal cuing for the appearance of the targets on the onset 
trials, then we would expect similar onset-nononset perfor- 
mance differences whether the distractors were present (exper- 
imental trials) or absent (control trials). The data are consistent 
with the latter interpretation. There were no significant differ- 
ences between control and distractor-present trials for onset 
and nononset conditions for either RT or accuracy measures. 

DISCUSSION 

The results obtained in our study clearly suggest that atten- 
tion can be flexibly deployed and maintained on multiple loca- 
tions in the visual field as long as new objects do not appear 
among the attended locations. These data are important in that 
they suggest that the great majority of models of visual atten- 
tion, with the exception of the gradient model proposed by 
LaBerge and Brown (1989), require modification if they are to 
accommodate the flexibility of attentional control demonstrated 
by young adults. As described previously, space-based models 
of attention, such as the spotlight (Broadbent, 1982; Posner et 
al., 1980) and zoom-lens (Eriksen & St. James, 1986; Eriksen & 
Yeh, 1985) models, suggest that attention is distributed in a 
unitary area of the visual field. Object-based models of atten- 
tion (Duncan, 1984; Kahneman et al., 1992) allow for more 
attentional flexibility because in these models attention can be 
distributed in noncontiguous locations as long as the informa- 
tion in these areas is perceptually grouped (e.g., a building that 
is partially occluded by a tree, aircraft flying in formation). 
However, in the present study, there is no obvious grouping of 
the target locations. Thus, it appears that attention can be di- 

vided between noncontiguous locations even in the absence of 
some form of grouping between the items in these locations.1 

The fact that sudden-onset distractors (new objects) do dis- 
rupt the goal-directed allocation of attention is probably fortu- 
nate: From an evolutionary perspective, such events (e.g., a 
predator, an automobile suddenly approaching a crosswalk) are 
often significant. It is of interest to note, however, that a num- 
ber of researchers have found that attentional capture by sud- 
den-onset objects can be overridden under some conditions. 
Yantis and Jonides (1990) found that if subjects are given a 
sufficient amount of time to focus their attention on a potential 
target location, sudden onsets that occur elsewhere in the visual 
field do not disrupt performance (see also Theeuwes, 1991; Ko- 
shino, Warner, & Juola, 1992). In fact, Yantis and Jonides 
(1990) found that a location precue-target stimulus onset asyn- 
chrony (SO A) of 200 ms was sufficient to override the influence 
of a sudden-onset distractor. 

In our study, a precue-target SO A of 150 ms was ineffective 
in eliminating the influence of the sudden-onset distractors on 
the processing of the two targets. In an effort to determine 
whether additional preparatory time would enable subjects to 
effectively ignore the onset distractors, we conducted another 
study with equivalent experimental conditions and procedures 
except for a 600- rather than a 150-ms precue-target SOA. The 
results of this study with 6 subjects are presented in Figure 3. 
As in our previous experiment, subjects were unable to ignore 
the sudden-onset distractors. However, subjects were able to 
effectively ignore the distractors when they were presented as 
nononsets. Whether attentional capture by sudden-onset dis- 
tractors can be overcome with longer precue-target SO As or 
additional practice in situations in which subjects must focus on 
multiple display locations is an important topic for future re- 
search. 

In our experiment, we used a brief precue-target SOA (150 
ms) and a short display duration (60 ms) followed by a pattern 
mask in an effort to ensure that subjects neither had the time to 
move their eyes to the target locations nor had sufficient time to 
shift attention between these locations. Our choice of a 60-ms 
stimulus presentation duration was based on the results of pre- 
vious researchers who estimated that it takes from 150 ms to 

1 . It might be argued that the two target locations in our task were 
grouped by virtue of the similarity of the precues (i.e., the two boxes). 
Although we view this as unlikely given the large separation between 
the two cued locations, we performed a control study in which both the 
targets and the distractors were precued with boxes. Eight subjects 
were instructed to compare the targets in the outermost boxes (i.e., the 
same locations that served as target locations in the main study reported 
here) and ignore the letters in the distractor (i.e., innermost) boxes. In 
all other respects, the control study was identical to the main study. 

If subjects were grouping the target locations together on the basis 
of the similarity of the precues in the main study, we would expect that 
the four boxes used as precues in the control study would result in an 
interaction between distractor type and response type in both the onset 
and the nononset trials. If subjects were using the precues to orient 
attention to specific locations in the main study, we would expect dis- 
tractor effects only on the onset trials. The data were consistent with 
this latter possibility. An interaction was obtained between response 
type and distractor type on the onset but not on the nononset trials in 
our control study. 
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Fig. 3. Mean of the median reaction times (RTs) (a) and accu- 
racy data (b) for each of the conditions when duration of the 
precue display was 600 ms. 

250 ms to identify a stimulus at a precued location and switch 
attention to a second location (Eriksen & Yen, 1985; Krose & 
Julesz, 1989; Madden, 1992; Sperling, 1984). However, re- 
search performed in visual search paradigms has found search 
slopes of less than 30 ms per letter, suggesting that attention 
may be switched among locations in less than 30 ms, at least 
with extremely well practiced subjects (Czerwinski, Lightfoot, 
& Shiffrin, 1992). Although the visual search task appears to 
lend itself to faster shifts of attention than the matching task, 
given that in search the target is known in advance and is often 

unchanged across many experimental trials, we decided to err 
on the side of caution and examine the attention-switching hy- 
pothesis more directly in an additional study. 

To that end, we modified the matching task so that subjects 
would be required to identify a letter in one of two precued 
locations and then shift their attention to the second location. In 
this way, we could estimate directly the speed with which sub- 
jects could switch attention in our task. Subjects were in- 
structed that if a particular letter (i.e., either E, H, P, S, or U) 
was presented in one of the two precued locations (the specific 
location in which this letter would appear was defined in the 
pretrial instructions to the subject), then they should shift their 
attention to the second precued location, where a second letter 
was presented, and decide whether the two letters matched or 
mismatched. If a different letter appeared in the predefined lo- 
cation, subjects were told not to make the match/mismatch re- 
sponse. For example, on a particular trial, a subject might be 
instructed to complete the matching task only if the letter E 
appeared in the precue box on the left side of the display. Thus, 
in essence, subjects were required to first identify the letter in 
one precued location (e.g., the left-most precue box) and then 
switch their attention to the second precued location (e.g., the 
right-most precue box). 

A critical aspect of the study was the delay between the 
occurrence of the first target letter (i.e., created by removing 
segments of a figure-eight premask) and the occurrence of the 
second target letter. We reasoned that RT would begin to in- 
crease at delays that exceeded the amount of time required for 
subjects to identify the letter in the primary location and shift 
attention to the second location. Delays between the presenta- 
tion of the first and second target letters were 0, 14, 28, 42, 56, 
70, 84, and 98 ms. Six subjects participated in this study. A 
significant increase in RT, relative to the 0-ms delay (i.e., the 
simultaneous presentation of the target letters in the primary 
and secondary locations), was obtained for the 84- and 98-ms 
delays. Therefore, it appears reasonable to conclude that sub- 
jects did not have a sufficient amount of time to switch attention 
between locations in our study, but instead our results can be 
attributed to the division of attention between noncontiguous 
locations. 

Although our results are intriguing in that they suggest a 
remarkable degree of attentional flexibility- that is, the ability 
to divide attention among noncontiguous locations in the visual 
field - there are a number of important unresolved questions. 
For example, how many locations can be attended simulta- 
neously? Can attention be divided within as well as between 
hemifields? Is it possible to overcome the influence of sudden 
onsets on goal-directed attentional allocation? What are the 
neural mechanisms that underlie the ability to split the atten- 
tional beam? We are currently exploring these issues in our 
laboratory. 
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