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Accented speech modulates multiple
event-related potential components
across multiple levels of language
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Accents are ubiquitous in spoken communication, and while listeners can rapidly adapt to accented
speech, the neural mechanisms supporting this flexibility remain poorly understood. Successful
adaptation requires developing new sound representations without compromising the stability of
long-term speech norms. This delicate balance between plasticity and stability illustrates a
fundamental challenge faced by all cognitive systems. To investigate how the brain manages this
trade-off, we recorded electroencephalographic activity from 23 native English speakers as they
categorized words produced in either canonical American English or an unfamiliar accent. We
contrasted two potential mechanisms: one in which listeners fully restructure their sound-to-category
mappings to reflect accent-specific pronunciations, and another in which they downweight the
functional relevance of sounds that deviate from long-term expectations. Listeners relied on short-
term speech regularities to reduce perceptual weighting of acoustic dimensions that did not conform
to the canonical norm. Consistent with this perceptual shift, we observed less robust neural encoding
of sound differences along the downweighted dimensions. Notably, these adaptive neural
adjustments emerged as early as 100 milliseconds, at latencies associated with subphonemic
auditory processing, and persisted through later stages linked to phonological and post-phonological
processing. These findings indicate that rapid adaptation to unfamiliar accents involves
downweighting the functional relevance of sound cues based on short-term input statistics, rather
than fully restructuring native sound-to-category mappings. This mechanism enables flexible
adjustment to novel speech inputs while preserving long-term linguistic representations, illustrating
how the auditory system negotiates the trade-off between plasticity and representational stability.

Speech accents provide a unique window into how people communicate
across different geographic and sociolinguistic boundaries. When listening
to a speaker with an unfamiliar accent, we must quickly adjust our expec-
tations to accommodate novel dialectal deviations from our phonetic
norm'™. This perceptual adaptation process involves a delicate balance
between auditory plasticity and stability in the human brain. Adult listeners’
perception reflects native phonetic norms consistent with neural stability to
long-term speech regularities. However, when they are faced with unfa-
miliar accents, they must prioritize plasticity, rapidly adapting to novel

idiosyncratic pronunciations while preserving the stability of long-term
representations. This dynamic interplay between neural stability and plas-
ticity represents a fundamental challenge for all cognitive systems: main-
taining stable representations that align with long-term norms while
remaining flexible enough to accommodate short-term deviations.

Speech accents are characterized by systematic phonetic departures
from a given linguistic norm®”’. Upon encountering an accent, speech
comprehension can take a hit. But with exposure, it rebounds and even
generalizes to other talkers with similar accents. While the cognitive
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implementation of this perceptual adaptation process is still a matter of
speculation (for review see®), there is evidence that listeners take advantage
of short-term speech regularities to accommodate speech accents”™”. From a
dimension-based learning perspective'*'*""*, adaptation to accented speech
can be conceptualized as a learning process through which listeners dyna-
mically recalibrate the linguistic relevance of speech dimensions that deviate
from their canonical speech norm. For instance, native speakers of Amer-
ican English rely on the onset of laryngeal voicing (Voice Onset Time, or
VOT) and the fundamental frequency (FO0) to distinguish /bir/ ‘beer” from
/pr/ ‘pier’, such that short VOT and low FO are typically perceived as beer
and long VOT and high FO as pier'*'**>. However, when English listeners
are exposed to an artificial accent where beer is systematically pronounced
with short VOT but high FO and pier is systematically pronounced with long
VOT but low FO0, they down-weight reliance on FO to recognize these
words'>***. This finding indicates that listeners exploit short-term statistical
regularities to downplay the linguistic relevance of speech patterns that
systematically deviate from their native expectations.

Previous research on speech perception has shown that listeners can
adapt to accented speech very quickly after just a few seconds or minutes
of exposure depending on the task’ . Given that the processing of
speech patterns spans multiple levels of hierarchical processing that are
not directly accessible from discrete behavioural responses, a key ques-
tion that remains unanswered is how perceptual accommodation of
speech accents unfolds across multiple processing latencies in the cortex.
Specifically, it is currently uncertain whether perceptual adaptation to
accented speech is driven by lower-level adjustments during the early
encoding of phonetic features or higher-level structural adjustments in
the mapping of these features into phonological and lexical constituents.
To address these questions, we investigated the effects of exposure to
canonical and accented pronunciations of English minimal pairs (/bir/
‘beer’ vs. /pir/ ‘pier’) on electroencephalographic (EEG) markers of
subphonemic processing (N1), phonological processing (Mismatch
Negativity), and post-phonemic processing (Late Negativity and Late
Positive Component).

The N1, or N100** ™ is an early cortical evoked potential generated in
the auditory cortex. It is characterized by a negative deflection in the EEG
occurring ~100 ms following the onset of sounds, syllables, or words pre-
sented with equal or different probabilities. Previous research proposed that
changes in N1 amplitude reflect the non-linear mapping from speech
sounds to phonological categories’ ™. However, recent work has demon-
strated a linear relationship between changes in N1 amplitude and con-
comitant changes in phonetic cues’*”. Consequently, the N1 offers a
suitable component to investigate the early processing of speech attributes in
the auditory cortex.

The Mismatch Negativity (MMN**") is generated within a broad
neural network of temporal and frontal regions and indexes the brain's
automatic detection of sound changes™**. The MMN is characterized by a
negative ongoing deflection in the EEG signal occurring ~200 ms after the
onset of an oddball or deviant sound. While the MMN can detect sound
changes in both speech and non-speech contexts™, previous research has
shown that MMN amplitude becomes more negative when sound changes
are phonologically relevant in the native language’*’. Consequently, the
MMN offers a useful approach to investigate the balance between long-term
neural stability and short-term auditory neuroplasticity.

Late Negativity (LN) refers to a negative-going wave typically
observed after the MMN. Rather than a unitary component, this
wave can reflect several ERP effects associated with higher-order
linguistic processing, including the N400*', late discriminative
negativity (LDN*), and reorienting negativity (RON*). Both the
N400 and LDN have been linked to lexico-semantic processing.
Specifically, the N400 is associated with the automatic processing of
semantic content"", including the detection and integration of novel
word meanings, while the LDN has been linked to lexical processes
such as word familiarity and lexical access***. In contrast, the RON
is typically related to task-driven attentional reorienting and is

generally not elicited during passive exposure designs”*’, where
participants are instructed to ignore the sounds and attend to a silent
video. Unlike the RON, the N400 and LDN can be elicited in passive
word oddball paradigms” and do not require explicit task
engagement™, although the LDN is less consistently observed in
adults than in children. Importantly, in the context of MMN studies,
LN provides an index of higher-order linguistic processing beyond
automatic deviance detection.

The Late Positive Component (LPC) refers to a late and sustained
positive-going deflection observed in paradigms beyond oddball designs,
especially in tasks where participants are explicitly asked to categorize or
label speech sounds. In these paradigms, the LPC typically emerges several
hundred milliseconds after the N1. In contrast to the P3b, which typically
peaks earlier (300-500 ms) and is associated with novelty detection in
oddball paradigms, the LPC is more robust in paradigms requiring explicit
categorization or memory retrieval. The LPC is generally characterized by
sustained parietal positivity between 600 and 800 ms’** and is typically
associated with post-lexical processing, including decision-making, mem-
ory and semantic retrieval, as well as the integration of complex or
ambiguous stimuli® .

Research hypotheses

We investigated how exposure to different contextual regularities influenced
the neural and perceptual processing of the same, acoustically ambiguous
beer and peer tokens across two conditions. In the canonical condition,
listeners were exposed to statistical regularities consistent with English,
where beer tokens had short VOT and low F0 and peer tokens had long VOT
and high F0. Our first hypothesis was that, under these canonical mappings,
listeners would rely on both VOT and FO but assign greater weight to VOT,
consistent with prior work on English perceptual cue weighting”*”.

In the accented condition, the correlation between VOT and FO was
reversed so that beer tokens had short VOT but high FO and peer tokens had
long VOT but low FO. Here, we considered two alternative adaptive
mechanisms. One possibility is that listeners would fully reverse the cor-
relation between VOT and FO in canonical English, such that low FO would
bias peer responses and high FO would bias beer responses. Alternatively,
listeners might downweight the perceptual relevance of FO, treating it as
unreliable because it conflicts with long-term English norms. Each strategy
offers distinct potential benefits. Reversing the mapping allows listeners to
maintain the use of all available cues, including FO0, thereby preserving cue
redundancy and enhancing robustness at the expense of long-term stability.
Downweighting F0, by contrast, prioritizes stability in long-term repre-
sentations, ensuring that listeners do not adopt mappings that conflict with
the long-term norm and thus reducing the cost of re-adaptation when
returning to native speech.

Consistent with these behavioural predictions, we expect the ERP
markers introduced above to align with listeners’ perceptual categorization
behaviour. For example, if listeners reverse the canonical correlation
between VOT and FO0, we should observe similar MMN amplitudes across
conditions, reflecting comparable neural sensitivity to the same F0 differ-
ences across speech contexts. By contrast, if listeners downweight FO in the
accented condition, MMN amplitude should be attenuated in that condi-
tion, reflecting reduced neural sensitivity to FO differences in the accented
speech context.

A key open question, however, concerns the time course of neural
adaptation. If differences between conditions emerge as early as the N1
(~100 ms post stimulus onset), this would indicate that accent adaptation is
mediated by subphonemic adjustments unfolding at early auditory pro-
cessing stages in the cortex. If differences first emerge at the MMN (~200 ms
post-stimulus onset), this would suggest that adaptation consolidates at later
stages of phonological processing; beyond, but not excluding, the auditory
cortex. Finally, if differences first appear at the LN or LPC (>300 ms post-
stimulus onset), this would indicate that adaptation is achieved at post-
phonological stages of processing involving higher-order lexico-semantic
adjustments.
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Methods

Participants

Twenty-nine students from Carnegie Mellon University (aged 19-30 years;
12 male, 17 female) participated in the study in exchange for course credit or
monetary compensation. Information on participants’ sex was self-
reported. According to preliminary power analysis (see Zhang and collea-
gues work™ for details) this sample size exceeded the estimated requirement
of 16 participants needed to achieve 80% power at a significance level of 0.05.
Power analysis was informed by categorization responses to FO-
differentiated stimuli collected in a prior study™. All participants reported
normal hearing and American English as the primary language used at
home before age two. Six participants were removed from the study due to
EEG recording issues, and thus also excluded from the behavioural analyses.
Participants provided informed consent in accordance with protocols
established by the Institutional Review Board of Carnegie Mellon Uni-
versity. There are no study preregistrations to be disclosed. Data on race and
ethnicity are not presented because they are unrelated to the research
questions.

Stimulus grid

The stimulus grid was created following the procedures specified in a
previous study™. It included 49 exemplars of beer or pier ranging from 0 ms
VOT to 30 ms VOT across seven steps of 5 ms, and from 200 Hz to 320 Hz
across seven FO steps of 20 Hz. Grid exemplars were derived from one pier
exemplar naturally produced by a female native-English speaker. This
exemplar was acoustically manipulated in Praat” to match the VOT and FO
values included in the grid. VOT was operationalized as the time elapsed
between the oral release of the stop consonant and onset of laryngeal voicing
at the following vowel. VOT duration was manipulated by removing 5 ms
segments at zero-crossings from the naturally produced pier exemplar. FO
was operationalized as the value of the fundamental frequency at the onset of
the vowel. FO onsets were adjusted manually in Praat. They remained
constant through the first 80 ms of the vowel and decreased to 180 Hz
during the next 150 ms.

Baseline block

The entire experiment was conducted in a double-walled sound-attenuated
and electrically shielded booth. Participants were first instructed to cate-
gorize as beer or pier five repetitions of 25 grid exemplars (125 trials total).
Baseline exemplars included all possible combinations of VOT and F0O
values between 5 and 25 ms and 220 and 300 Hz. Stimuli (44.1 kHz sam-
pling rate) were presented in random order at 75 dB sound pressure level
(SPL) by an RME UFX+ Audio Interface (RME, Haimhausen, Germany)
via Etymotic ER-1 (Etymotic, Elk Grove Village, IL) linear headphones. The
RME sent triggers routed through a S/PDIF-to-TTL converter (Electronics
Designs Facility, Boston University) for compatibility with the BioSemi EEG
system (Amsterdam, The Netherlands). Participants were instructed to
listen to each trial and use their mouse to click one of two alternative
responses presented on a screen while the experimenters prepared the
EEG cap.

Participants’ responses were coded as 0 (response=beer) and 1
(response = pier). To investigate the effects of VOT duration and F0 height
on participants’ behaviour, we fitted a generalized logistic regression model
to binary responses collapsed across all participants. The model was coded
in MATLAB 2024b™ using the following equation: response ~ VOT + FO
(binomial distribution, logit link). The significance of VOT and FO was
determined by the p-values of the first (VOT) and second (F0) beta coef-
ficients of the model. Responses from three participants were excluded from
the logistic model to avoid convergence problems caused by having too few 0
or 1 responses.

To assess individual perceptual weights of VOT and F0, we fitted
separate generalized logistic regression models to each participant’s binary
responses. Individual models were coded in MATLAB following the para-
meters specified above and individual perceptual weights were determined

by the alpha (VOT) and beta (F0) coefficients of the models. We conducted
a two-sample ¢-test analysis to compare the distributional means of indi-
vidual VOT and FO weights. Cohen’s d was computed as the mean difference
divided by the pooled standard deviation.

Active exposure blocks

Following the baseline block, participants were instructed to follow the same
task procedures to categorize 10 exposure exemplars and two test exemplars
presented multiple times at random across 26 blocks of 60 trials per con-
dition. Each active exposure block lasted ~3 min and was followed by a
passive exposure block described in the next section. In the canonical speech
condition, exposure stimuli included the following combinations of VOT
and FO values: [0 ms, 220 Hz], [5ms, 220 ms], [10 ms, 220 Hz], [5 ms,
200 Hz], [5 ms, 240 Hz], [20 ms, 300 Hz], [25 ms, 300 Hz], [30 ms, 300 Hz],
[25 ms, 320 Hz], [25 ms, 280 Hz]. In the accented speech condition, expo-
sure stimuli included the following combinations of VOT and F0 values:
[0 ms, 300 Hz], [5ms, 300 Hz], [10 ms, 300 Hz], [5ms, 320 Hz], [5 ms,
280 Hz], [20ms, 220 Hz], [25ms, 220 Hz], [30 ms, 220 Hz], [25 ms,
240 Hz], [25 ms, 200 Hz]. Test stimuli remained constant across conditions:
[15ms, 220 Hz], [15ms, 300 Hz]. Participants were presented with the
active exposure blocks from one condition, followed by the ones from the
other condition. The order of the two conditions was counterbalanced
across participants.

Participants’ behavioural responses across test exemplars were
coded as 0 (response = beer) and 1 (response = pier). To evaluate the
effect of each condition on the perception of FO contrasts, we fitted a
generalized logistic mixed-effect regression model. The model was coded
in R using the following glmer® equation: response ~ f0* condition + (1|
participant). This equation incorporates fixed effects by FO (higher FO,
lower FO) and condition (canonical, accented), their interaction, and
random intercepts by participant. Model assumptions were evaluated
through visual inspection of standard diagnostic plots. The normality of
random effects was assessed using a Q-Q plot of the subject-level random
intercepts, which showed no substantial deviation from normality. Lin-
earity of the logit was assessed using simulation-based residual plots
generated with the DHARMa package, which revealed no systematic
patterns suggestive of nonlinearity.

Differences between FO levels by condition were determined via Tukey-
adjusted post-hoc analysis. Pairwise comparisons were coded in R using the
following emmeans™ equation: pairwise ~ fO|condition. This equation
compares the distributional means of pier responses in higher- vs. lower-F0
test exemplars within each condition.

Overt categorization trials during active exposure blocks were further
used to collect N1 components, as in previous related work™*>% N1 is most
reliably observed during active tasks, where attention enhances its ampli-
tude and functional relevance. In passive listening paradigms, such as the
oddball paradigm, this ERP component can be masked by other ERPs like
the MMN™, which makes it more difficult to interpret.

Passive exposure blocks

To collect MMN and LN components, participants were exposed to an
oddball sequence made of test exemplars while watching a silent video right
after each active exposure block (i.e., every 60 overt categorization trials).
Each oddball sequence lasted ~30 s. The combination of VOT and FO values
remained constant across conditions: test stimulus 1 = [15 ms, 300 Hz], test
stimulus 2 = [15ms, 220 Hz]. Test stimuli were presented with an 85:15
standard-to-oddball ratio to elicit robust MMN waves. Within each
sequence, standard and oddball stimuli were presented 17 and 3 times,
respectively. Stimulus presentation was pseudorandomized, so each oddball
sound was preceded by at least three standard sounds. Interstimulus interval
was fixed at 700 ms and each sequence began and ended with 1 s of silence.
Standard and oddball stimuli were counterbalanced across blocks within
each participant. Participants were told to pay attention to a silent movie and
ignore the sounds during the presentation of oddball sequences.
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EEG acquisition and preprocessing
During both active exposure and passive listening blocks, continuous EEG
signals were digitized at a sampling rate of 1024 Hz using a BioSemi Acti-
veTwo system. EEG signals were acquired through 32 Ag/AgCl sintered
electrodes embedded in a Biosemi Headcap (10-20 system) and left/right
mastoid (M1, M2) electrodes. A pair of electrodes placed on the outer
canthus of each eye allowed for calculation of the horizontal electro-
oculogram (EOG) and an additional electrode placed on the left cheek bone
allowed for detection of vertical EOG. An experimenter encouraged parti-
cipants to remain as still as possible to minimize muscle artifacts. Messages
on the screen encouraged participants to take brief breaks between blocks.
EEG preprocessing was conducted using MNE-PYTHON® open-
source software. EEG signals were resampled to 128 Hz to reduce pre-
processing time and band-pass filtered between 0.1 Hz and 32 Hz with a
zero-phase finite impulse response (FIR) filter. Next, we performed inde-
pendent component analysis (ICA), visually inspecting components to
remove those generated by eye blinks, saccades, heartbeats, and muscle
movements.

Mismatch negativity procedures

Preprocessed EEG signals from the passive listening blocks were re-
referenced to the average reference®, segmented into epochs ranging from
200 ms before stimulus onset to 800 ms after stimulus onset, and baseline-
corrected. Individual EEG epochs were averaged by channel (N=32),
oddball status (standard, deviant), and condition (canonical, accented).
Individual MMN waves were computed by subtracting the standard wave
from the oddball (or deviant) wave across channels and conditions. Indi-
vidual MMN amplitudes were calculated as the mean amplitude of the
MMN wave between 150 ms and 250 ms.

To evaluate the effects of condition (canonical, accented) on the
amplitude of the MMN, individual MMN amplitudes were modelled in R
(Imer library) with the following linear mixed-effects equation: MMN
amplitude ~ condition * channel 4 (1|participant). This equation incorpo-
rates fixed effects by EEG channel (32 levels) and condition (canonical,
accented), their interaction, and random intercepts by participant. The
following model assumptions were evaluated via visual inspection: linearity
and homoscedasticity of residuals (using residuals vs. fitted plots), and
normality of residuals (using Q-Q plots). Visual diagnostics indicated no
substantial deviations from these assumptions, suggesting that model fit was
appropriate for psychological research.

Differences between condition levels across channels and between
condition levels by channel were determined via Tukey-adjusted (2 levels)
or FDR-adjusted (32 levels) post-hoc comparisons. Pairwise comparisons
were coded in R using the two following emmeans equations: (1) pairwise ~
condition, (2) pairwise ~ condition|channel. These equations compare the
distributional means of the conditions across all channels and channel-by-
channel. For this and all subsequent linear mixed-effects models, Cohen’s d
was computed as the model estimate divided by the model’s estimated noise,
defined as the residual standard deviation. Similarly, due to the large
number of contrasts, the results of the condition-by-channel pairwise
comparisons are presented in the Supplementary Materials.

LN procedures

Preprocessed EEG signals from the passive listening blocks were re-refer-
enced, segmented, baseline-corrected, and averaged following the MMN
procedures specified above”. Individual LN waves were computed by
subtracting the standard wave from the oddball (or deviant) wave across
channels and conditions. Individual LN amplitudes were calculated as the
mean amplitude of the LN wave between 300 ms and 600 ms. To evaluate
the effects of condition on the amplitude of the LN, individual LN ampli-
tudes were modelled in R with the following linear mixed-effects equation:
LN amplitude ~ condition * channel+ (1|participant). This equation
incorporates fixed effects by EEG channel (32 levels) and condition
(canonical, accented), their interaction, and random intercepts by partici-
pant. The following model assumptions were evaluated via visual inspection:

linearity and homoscedasticity of residuals and normality of residuals.
Visual diagnostics indicated no substantial deviations from these assump-
tions, suggesting that model fit was appropriate for psychological research.

Differences between condition levels across channels and between
condition levels by channel were determined via Tukey-adjusted (2 levels)
or FDR-adjusted (32 levels) post-hoc comparisons. Pairwise comparisons
were coded in R using the two following emmeans equations: (1) pairwise ~
condition, (2) pairwise ~ condition|channel. These equations compare the
distributional means of the conditions across all channels and channel-by-
channel.

N1 procedures

Preprocessed EEG signals from test exemplars in active exposure blocks
were re-referenced to the average mastoid”. Re-referenced signals were
segmented into epochs ranging from 200 ms before stimulus onset to
800 ms after stimulus onset and baseline-corrected. Individual EEG epochs
were averaged by channel and condition. Individual difference waves were
computed by subtracting the wave of the lower-F0 test exemplar from the
wave of the higher-FO test exemplar across channels and conditions. Indi-
vidual differences in N1 amplitude were calculated as the mean amplitude of
the difference wave between 75 ms and 125 ms.

To evaluate the effects of condition on the amplitude of the difference
wave, individual differences in N1 amplitude were modelled in R with the
following linear mixed-effects equation: difference wave amplitude ~ con-
dition * channel + (1|participant). This equation incorporates fixed effects
by EEG channel (32 levels) and condition (canonical, accented), their
interaction, and random intercepts by participant. The following model
assumptions were evaluated via visual inspection: linearity and homo-
scedasticity of residuals, and normality of residuals. Visual diagnostics
indicated no substantial deviations from these assumptions, suggesting that
model fit was appropriate for psychological research.

Differences between condition levels across channels and between
condition levels by channel were determined via Tukey-adjusted (2 levels)
or FDR-adjusted (32 levels) post-hoc comparisons. Pairwise comparisons
were coded in R using the two following emmeans equations: (1) pairwise ~
condition, (2) pairwise ~ condition|channel. These equations compare the
distributional means of the conditions across all channels and channel-by-
channel.

LPC procedures
Preprocessed EEG signals from test exemplars in active exposure blocks
were re-referenced, segmented, baseline-corrected, and averaged following
the N1 procedures specified above. Individual differences in LPC amplitude
were calculated as the mean amplitude of the difference wave between 600
ms and 800 ms. To evaluate the effects of condition on the amplitude of the
LPC, individual differences in LPC amplitude were modelled in R with the
following linear mixed-effects equation: LPC amplitude ~ condition *
channel * FO height + (1|participant). This equation incorporates fixed
effects by EEG channel (32 levels), condition (canonical, accented), FO
height (higher, lower), their interaction, and random intercepts by partici-
pant. The following model assumptions were evaluated via visual inspec-
tion: linearity and homoscedasticity of residuals, and normality of residuals.
Visual diagnostics indicated no substantial deviations from these assump-
tions, suggesting that model fit was appropriate for psychological research.
Differences between condition levels across channels and between
condition levels by channel were determined via Tukey-adjusted (2 levels)
or FDR-adjusted (32 levels) post-hoc comparisons. Pairwise comparisons
were coded in R using the two following emmeans equations: (1) pairwise ~
condition, (2) pairwise ~ condition|channel. These equations compare the
distributional means of the conditions across all channels and channel-by-
channel.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.
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Fig. 1 | Baseline categorization block. A Participants (1 = 23) were first instructed
to categorize as beer or pier a series of baseline speech exemplars across five VOT and
FO levels. VOT was defined as the time elapsed between the consonant release and
the onset of the vowel. FO was defined as the fundamental frequency of the speech
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signal at the onset of the vowel. B The proportion of pier responses across partici-
pants increased with longer VOT and higher FO values. C While both VOT and F0
were perceptually relevant, the perceptual weight of VOT was slightly higher than
the perceptual weight of F0.

Results

VOT duration and FO height are perceptually relevant in baseline
categorization

First, we examined the perceptual relevance of the two phonetic dimensions
(VOT and F0) whose acoustic relationship were systematically manipulated
to create canonical and accented speech stimuli. Twenty-three native
speakers of English were instructed to categorize as ‘beer’ or ‘pier’ multiple
repetitions of 25 baseline exemplars drawn from a two-dimensional pho-
netic grid perceptually varying from beer to pier across seven VOT and

11,12,17,19,66
>

FO steps (see Fig. 1A). Consistent with the results of previous wor
the number of pier responses increased for longer VOT and higher F0 values
and decreased for shorter VOT and lower FO values (VOT: f=0.89, ci=

[0.80 0.98], p <0.001; FO: f=0.61, ci=[0.52 0.69], p <0.001; see Fig. 1B).
Individual B coefficients were higher for VOT compared to FO (two-sample
t-test: tsg = 2.60, ci=[0.12, 0.97], p =0.013, Cohen’s d = 0.82). This finding
indicates that, while both speech dimensions are perceptually relevant, VOT
has stronger perceptual weight than F0 in the decision-making process (see
Fig. 1C). Consequently, the influence of FO on word recognition was
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expected to be stronger for acoustically ambiguous VOT values (e.g.,
15 ms VOT).

Reduced perceptual reliance on F0 in the accented condition
Having established the perceptual relevance of VOT duration and F0 height
for the recognition of beer and pier, we proceeded to investigate the effects of
experience with canonical and accented speech regularities on the recog-
nition of the same words (see Fig. 2A). Following the baseline block (see
Fig. 2B), participants were instructed to categorize a new subset of beer and
pier exemplars across two conditions. In the canonical speech condition,
they categorized canonical exemplars of beer (short VOT and low FO values)
and pier (long VOT and high FO values). In the accented speech condition,
they categorized accented pronunciations of the same words created by
reversing the canonical correlation between VOT and FO0 in English. Thus,
stimuli in this condition consisted of a subset of beer exemplars with short
VOT but high FO values and pier exemplars with long VOT but low FO
values.

To assess the impact of canonical and accented speech regularities on
participants’ reliance on FO during overt categorization, we focused on the
categorization of two test exemplars with the same ambiguous VOT
duration (15 ms) but differing in FO height (220 Hz vs. 300 Hz). The results
of the generalized logistic mixed-effects model fitted to the number of peer
responses across test exemplars revealed a significant interaction between FO
and condition (p < 0.001; see Table 1 for the full statistical report), indicating
that the effect of FO was greater in the canonical speech context compared to
the accented speech context.

In the canonical condition (see Fig. 2C), higher FO increased the
number of peer responses, whereas lower FO increased the number of beer
responses (post-hoc pairwise comparison: = 3.18, ci=[2.99 3.37], SE=
0.09, z=33.55, p < 0.001, odds ratio = 24.2). In the accented speech condi-
tion, by contrast, the effect of FO on the number of beer and peer responses
was not statistically significant (post-hoc pairwise comparison: §=0.01,
ci=[-0.13 0.16], SE = 0.07, z=0.22, p = 0.82, odds ratio = 1.01). Together,
these findings indicate that exposure to accented speech downweighted
listeners’” perceptual reliance on FO.

Mismatch negativity is modulated by accent

To investigate the neural mechanisms underlying the phonological pro-
cessing of FO contrasts in each condition, participants were exposed to
oddbeall sequences of test exemplars after every 60 overt categorization trials
participants (see Fig. 2B and Fig. 3A). Oddball sequences consisted of a
frequently repeated standard sound (e.g., the test exemplar with ambiguous
VOT and lower F0) randomly interspersed with an infrequent oddball
sound (e.g., the test exemplar with ambiguous VOT and higher F0). We
recorded EEGs while participants watched a silent video, and modelled the
effects of condition and channel on individual MMN amplitudes using a
linear mixed-effects model.

The amplitude of the MMN was stronger (i.e., more negative) in the
canonical speech condition (M =-0.34 pV, SEM =0.03 uV) compared to
the accented speech condition (M =0.27uV, SEM =0.03 uV; post-hoc
pairwise comparison: =062, ci=[0.54 0.84], SE=0.03, df=1364,
t=16.03, p <0.001, Cohen’s d = 0.84). In the canonical speech condition,
the MMN showed a negative deflection peaking between 150 ms and
250 ms at fronto-central channels (see Fig. 3B). In the accented speech
condition, by contrast, MMN deflection from baseline amplitudes
(0-150 ms) was not detectable. Together, these findings indicate that the
neural encoding of phonological contrasts by FO was hindered in the
accented speech condition, relative to the canonical condition.

Late negativity is modulated by accent

Following the MMN, we observed an LN component in the difference wave
of each condition peaking around 400 ms (see Fig. 3C, bottom panels). To
investigate the effects of accented speech on this component, we fitted a
linear mixed-effects model to individual LN amplitudes extracted from the
difference wave (see Fig. 3C, top left panel). We found stronger (i.e., more

negative) LN amplitudes in the canonical speech condition (M =-0.38 uV,
SEM =0.03 uV) compared to the accented speech condition (M =0.13 uV,
SEM =0.04 uV) (post-hoc pairwise comparisons: p = 0.52, ci = [0.42 0.62],
SE =0.04, df=1364, t=10.63, p <0.001, Cohen’s d = 0.56). This suggests
that in the canonical condition, the processing of lexico-semantic differences
in ambiguous VOT tokens was facilitated by the encoding of FO cues, as
reflected in the LN difference between standard and deviant trials con-
trasting in FO. In contrast, the LN difference in the accented speech con-
dition was significantly smaller, indicating that accented speech hindered
the encoding of lexico-semantic differences for the same speech exemplars.

N1 is modulated by accent

To further investigate the temporal dynamics underlying the MMN and LN
differences documented above, we examined the amplitude of the N1
component during the overt categorization of test exemplars in active
exposure blocks. We fitted a linear mixed-effects model to evaluate the
effects of condition and channel on F0-level differences in N1 amplitude,
and found stronger subphonemic encoding of FO differences in the cano-
nical speech condition (N1 difference: M =0.53 uV, SEM =0.04 pV)
relative to the accented speech condition (N1 difference: M =-0.20 uV,
SEM =0.03 uV) (post-hoc pairwise comparison: f = 0.74, ci=[0.65 0.83],
SE=0.04, df=1364, t=16.09, p <0.001, Cohen’s d=0.84; see Fig. 4B,
top-left). Condition differences were more pronounced at frontal sensors
(see Fig. 4B, top-right). In the canonical speech condition, lower-FO
exemplars elicited more negative N1 peaks than higher-FO exemplars (see
Fig. 4B, bottom-left). In the accented speech condition, however, higher-
and lower-FO exemplars were associated with similar N1 amplitudes
(Fig. 4B, bottom-right). Together, these findings suggest that the sub-
phonemic encoding of FO differences was severely disrupted by the accent at
early cortical latencies linked to the processing of sound patterns in the
auditory cortex.

Late positive component is modulated by accent

Finally, following Toscano and colleagues”, we examined the effects of
experience with canonical and accented speech regularities on post-
phonological processing latencies following the N1 (Fig. 4C). In their study,
Toscano and colleagues observed a parietal positivity corresponding to the P3
component. The P3 provides a complementary measure to N1 by indexing
higher-order decision-making processes involved in post-phonemic
categorization”*". This component is typically indexed by a positive-going
deflection peaking between 300 and 800 milliseconds after the stimulus onset.
In overt speech categorization tasks, stimulus-specific changes in the ampli-
tude of the P3 have been shown to reflect the mapping between acoustic
exemplars and phonological categories, with between-category tokens eliciting
larger amplitude shifts than within-category ones™. In contrast to the findings
of Toscano and colleagues, we observed a later and more sustained parietal
positivity, which is more consistent with an LPC component.

To examine the effect of FO on LPC amplitude within each condition,
we fitted a linear mixed-effects model predicting individual LPC amplitudes
from test stimulus type (higher FO vs. lower F0), speech condition (canonical
vs. accented), and their interaction. We found a significant main effect of
condition, with higher overall LPC amplitudes in the accented condition
(M=037uV, SEM=0.03uV) compared to the canonical condition
(M=0.19uV, SEM=0.04uV), suggesting slightly greater processing
demand in response to accented speech (8 = 0.19, ci = [0.10 0.27], SE = 0.04,
df = 2750, t = 4.35, p < 0.001, Cohen’s d = 0.16). Crucially, we also observed
a significant interaction between condition and FO height (B =1.13, ci=
[0.22 2.14], SE=0.52, df =2750, t=2.20, p=0.028), indicating that the
effect of FO on LPC amplitude was stronger in the canonical condition than
in the accented condition. In the canonical condition, the effect of FO was
significant across several channels (Fig. 4C, top left), with higher F0 stimuli
eliciting significantly greater LPC amplitudes over left posterior and cen-
troparietal electrodes. This left-lateralized LPC enhancement is consistent
with increased post-lexical processing demands during the recognition of
acoustically ambiguous or less frequent words, potentially reflecting greater
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Fig. 2 | Active exposure categorization. A, B Following the baseline block, parti-
cipants (n = 23) were instructed to categorize as beer or pier speech exemplars
conveying canonical (green symbols) or accented (pink symbols) VOT x F0 corre-
lations. Participants were also instructed to categorize a subset of two F0-
differentiated test exemplars with perceptually ambiguous VOT (active exposure),
and passively exposed to oddball sequences of them while watching a silent video
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(passive exposure). Overt categorization trials across active exposure blocks were
used to elicit behavioural responses, as well as N1 and LPC components (see Fig. 4).
Passive exposure trials were used to elicit MMN and LN components related to the
neural encoding of voicing contrasts and lexico-semantic features (see Fig. 3). C In
the canonical speech condition, the overt categorization of test exemplars was
strongly influenced by stimulus differences in FO.
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Table 1 | Logistic Mixed-Effects Model

Term B Cl SE z P
(Intercept) -1.10 [-1.55-0.65] 0.22 -4.83 1.35e-06
Higher-FO 3.18 [33.37] 0.09 33.56 <2e-16
Accented 1.76 [1.611.97] 0.08 21.90 <2e-16

Higher-FO:accented -3.20 [-3.44 -2.96] 0.12 -26.46 <2e-16

lexical retrieval effort or categorization difficulty’**". In contrast, no statis-
tically significant differences in LPC magnitude were found between higher
and lower FO stimuli in the accented speech condition (see Fig. 4C, top-left),
underscoring a sharp divergence from the canonical condition, where
higher FO stimuli elicited stronger left-lateralized LPC responses. This null
effect suggests that the accented speech context may have neutralized the
perception of the FO contrast.

Discussion

We investigated the neural mechanisms that support rapid adaptation to
accented speech, focusing on how listeners adjust to short-term variability
without destabilizing long-term phonological representations. We con-
trasted two alternative mechanisms: a restructuring of sound-to-category
mapping versus a context-sensitive downweighting of acoustic-phonetic
cues that deviate from canonical norms. Under the restructuring account,
accent adaptation should show no differences in neural processing between
canonical and accented speech. In contrast, the downweighting hypothesis
predicts less robust neural encoding of non-canonical cues. Consistent with
the downweighting hypothesis, we found that participants relied on both
VOT and FO cues in the baseline (canonical) block, with greater weighting
on VOT. However, reliance on FO decreased significantly in the accented
block, indicating that listeners selectively downweighted the cue that
deviated from long-term expectations. A parallel pattern emerged in the
neural dataset: across all examined latencies (subphonemic, phonemic, and
post-phonemic) neural encoding of FO contrasts was less robust in the
accented speech condition. These converging behavioural and neural results
support the downweighting account, suggesting that rapid accent adapta-
tion is achieved through flexible modulation of cue weighting rather than
through a fundamental restructuring of native phonological categories.

Distinct cortical responses were elicited by the same speech exemplars,
modulated by short-term speech regularities. This effect was particularly
evident during passive exposure, which operates outside the focus of
voluntary attention. Exposure to accented speech leads to the phonological
neutralization of contrasts that deviate from the canonical speech norm.
Rather than reversing the canonical mapping between speech cues (e.g.,
lower-FO and higher-F0) and speech categories (e.g., voiced and voiceless
sounds) to mirror the accent, listeners downplay the linguistic relevance of
accented cues that depart from long-term expectations. This mechanism
provides a functional balance between neural stability and plasticity,
enabling adaptation to novel accents without compromising the stability of
long-term representations. By selectively downweighting the linguistic
relevance of noncanonical speech patterns, listeners optimize the alignment
between short- and long-term representations of words. This accom-
modation strategy can potentially facilitate the segregation of linguistic
(contrastive) from extralinguistic features (e.g., speaker’s indexical features)
in non-canonical auditory landscapes.

We found that adaptation to accented speech is facilitated by a cascade
of rapid neural adjustments operating across multiple levels of hierarchical
processing. These adjustments are first observed at short cortical latencies
(~100 ms post-stimulus) associated with the subphonemic encoding of
speech patterns in the auditory cortex. Our results show that already at this
early stage of processing, acoustic speech dimensions are encoded in
manner dependent upon local short-term speech regularities. In canonical
speech contexts, lower-FO exemplars elicit more robust N1 peaks than
higher-F0 exemplars. This pattern aligns with prior research documenting

stronger N1 peaks for voiced consonants (e.g., /b/, short VOT) compared to
voiceless consonants (e.g., /p/, long VOT). Similarly, low-frequency tones
evoke stronger early cortical responses than high-frequency tones, likely due
to cochlear dynamics, where low-frequency sounds activate a larger neu-
ronal population®. These results suggest that learning across short-term
speech regularities blurs bottom-up differences in the encoding of speech
patterns that deviate from the canonical norm. Notably, this is the case even
across the 80 Hz differentiating test stimuli. The fact that accented speech
can disrupt the subphonemic encoding of such a large acoustic difference
indicates that short-term statistical regularities can drastically alter the
internal state of the auditory system at early pre-attentive stages of
processing.

After downweighting the functional relevance of noncanonical speech
patterns, listeners no longer rely on them to discriminate phonemes at mid-
cortical latencies associated with the MMN. The MMN is generated in
frontal and temporal regions. Contemporary MMN models, particularly
those grounded in predictive coding”””’, propose that MMN amplitude
reflects the strength of an error signal transmitted to frontal regions when an
unexpected sound change is detected in temporal regions. Specifically’’,
MMN peaks become more negative when sound changes are linguistically
relevant’®”®. In our study, the phonological neutralization of noncanonical
phonetic contrasts at MMN processing latencies highlights the importance
of neural stability for long-term linguistic norms while processing speech
accents.

The interleaved statistical regularities that influenced the MMN indi-
cate that the effects of dimension-based statistical learning extend beyond
overt categorization. This finding demonstrates the utility of our experi-
mental design. MMN elicitation depends on first-order statistical regula-
rities conveyed by the contrast between a standard sound and a lower-
probability deviant sound. However, the oddball paradigm used to elicit
this contrast is unsuitable for examining the effects of second-order statis-
tical regularities that are not directly tied to stimulus marginal probabilities.
To address this limitation, we interleaved brief passive listening blocks
of oddball sequences with blocks of overt categorization trials, exposing
participants to canonical and noncanonical correlations of phonetic
cues. The carryover effects from active categorization to passive listening
highlights the persistent influence of dimension-based statistical learning on
the perceptual accommodation of speech accents over time and across tasks.

The perceptual downweighting of noncanonical speech features
influences post-phonological processing at longer neural processing laten-
cies linked to lexico-semantic processing. In contrast to the canonical speech
condition, in the accented speech condition LN magnitude was not
modulated by FO differences. This finding suggests that short-term
experience with noncanonical speech regularities may result in the under-
specification of lexical items. Thus, rather than restructuring the canonical
mapping between sounds and meanings, our findings suggest that the
temporary conflict between canonical and accented pronunciations of
words is solved by adopting more flexible lexical representations.

The effects of contextual statistics on higher-order post-phonological
processing are further supported by the LPC results, as the effect of FO level
on LPC was only significant in the canonical speech context. Unlike the
findings reported by Toscano and colleagues™, who observed a parietal
positivity peaking at ~500 ms, our results revealed a later and more sus-
tained posterior positivity between 600-800 ms, which is more consistent
with an LPC component. The explanation for this divergence may lie in the
nature of our test stimuli. Whereas Toscano and colleagues used auditory
words with comparable lexical frequencies and contrasting along spanning
multiple VOT values, our design focused on auditory words with VOT
ambiguous and different lexical frequencies (beer is more frequent than
pier). These stimulus differences may have increased categorization diffi-
culty and shift processing demands toward mechanisms involved in lexical
resolution and decision-making. Taken together, these findings underscore
the sensitivity of the LPC to post-lexical ambiguity and highlight how lis-
teners dynamically adapt their categorization strategies depending on the
phonological clarity and lexical properties of the input.
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Fig. 3 | Neural results for passive exposure.

A During passive exposure blocks, participants

(n =23) watched a silent video while being exposed
to oddball sequences of two test exemplars differing
in FO height (high vs. low frequency). B Participants
showed a more robust neural encoding of FO con-
trasts in the canonical speech condition relative to
the accented speech condition, approximately

200 ms following the onset of the oddball sound.
Dots in the difference wave (top-left) mark time
points where the wave significantly deviated from
zero (p < 0.05), as determined by FDR-corrected
one-sample t-tests. C Participants also showed a
more robust neural encoding of lexico-semantic
differences, as indexed by their LN component, in
the canonical speech condition relative to the
accented speech condition, approximately 400 ms
following the onset of the oddball sound. Brain
waves (mean and standard error mean) are shown
for the following representative channels: Fz
(MMN), Cz (LN).
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In summary, our findings indicate that adaptation to accented speechis ~ while lower FO values are associated with voiced responses (e.g., beer). If
regulated by a trade-off between neural stability and flexibility. This chal-  listeners had fully recalibrated this mapping to reflect the reversed FO dis-
lenges the traditional view that listeners adapt by fully recalibrating the tributions presented in the accented speech condition, we would expect a
canonical mapping between speech features and categories. In English, the  reversal in these associations; namely, increased categorization of high-FO0
canonical relationship between F0 and voicing categorization is such that  tokens as beer and low-F0 tokens as pier. However, this pattern was not
higher FO values are typically associated with voiceless responses (e.g., pier),  observed. Rather than adopting a reversed mapping, listeners reduced their
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Fig. 4 | Neural results for active exposure. A. N1 and Late Positive Component (LPC) Elicitation
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reliance on FO when it no longer conformed to the long-term statistical
norm, consistent with a cue down-weighting strategy. This adaptive
mechanism can be traced to early cortical latencies associated with the
processing of fine-grained sound features in the auditory cortex, and results
in the lexical under-specification of accented words at later stages of lin-
guistic processing. Although the lexical under-specification of accented

speech may increase listening effort and hinder word recognition in
acoustically ambiguous contexts, this strategy is far more economical than
disrupting the linguistic relationships among native phonetic cues. Addi-
tionally, this adaptive mechanism provides a neural basis for the functional
segregation between speech features that convey linguistically relevant
information and those that signal speaker identity.
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Limitations

One limitation of the current study concerns the selection of lexical stimuli.
Although the beer-pier contrast offers a clean minimal pair and has been
widely used in prior work, the two words differ in important lexical prop-
erties, most notably frequency. The higher frequency of beer relative to pier
may have influenced lexical processing and reduced sensitivity to ERP
components such as the P3, which have been observed in studies of cue
encoding under conditions of uncertainty or conflict**. Future studies could
better isolate the time course of accent adaptation by using stimulus sets that
control for lexical frequency and neighbourhood density across conditions.

Another limitation relates to the duration and ecological validity of the
exposure. Participants were exposed to an artificial accent over the course of
a single experimental session lasting only a few minutes. While this design
isolates early neural markers of adaptation, it may not reflect the full range of
mechanisms engaged over extended exposure. It remains possible that with
sufficient experience, listeners may shift from downweighting inconsistent
cues to fully restructuring phonological categories to match the accent.
Longitudinal studies tracking this transition would help clarify the time
course and stability of such category-level changes.

A third limitation involves the interpretability of EEG signals, parti-
cularly for components associated with post-phonological processing.
While early components linked to auditory encoding and phonemic cate-
gorization are well-characterized in the ERP literature, later effects, espe-
cially those reflecting lexical or decisional processes, are more variable and
harder to localize. Combining EEG with complementary methods such as
MEG or fMRI could help disambiguate the cortical sources and functional
roles of late-stage accent adaptation effects.

Finally, the present study focused on F0, a secondary cue to voicing in
English. While this choice allowed us to probe subtle adjustments in cue
weighting, it remains unclear how adaptation proceeds when primary cues
are fully disrupted. Listeners may rely on qualitatively different mechanisms
when canonical cues are unavailable or misleading, potentially recruiting
visual or lexical information to resolve ambiguity. Future research should
explore adaptation in contexts where primary cue reliability is manipulated,
and assess how listeners integrate alternative sources of information during
speech processing.
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