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Designing Probability Samples to Study Treatment Effect Heterogeneity

Population-based survey experiments are increasingly common in the social and behavioral sciences, particularly in psychology, political science, economics and sociology. Much of this growth comes from the ability to randomize participants to different conditions via Internet-delivered surveys administered to panels of probability sampled adults (e.g., the Time Sharing Experiments for the Social Sciences; TESS).\(^1\) Survey experiments are particularly amenable to experimental hypotheses regarding individuals’ attitudes, beliefs, or intended behaviors because questions or vignettes can be randomly-assigned early in a survey and outcomes can be compared on later questions. Although less common, survey-administered manipulations have also been used to “nudge” individuals (Thaler & Sunstein, 2008) or change “mindsets” (Dweck, 2006) in ways that increase socially-beneficial behaviors such as voting or college graduation, assessed via official registries like the validated vote file (e.g., Bryan, Walton, Rogers, & Dweck, 2011, Studies 2 and 3), or the national student clearinghouse (e.g., Yeager, Walton, et al., 2016, Study 1).

Studies that nest a random-assignment experiment within a probability sample are well-positioned to estimate average treatment effects that generalize to a well-defined population.\(^2\) This is in contrast to more typical experiments (e.g. psychology laboratory studies or field trials in education), which are often conducted with samples of convenience (see Olsen, Orr, Bell, & Stuart, 2013). Experiments conducted in convenience samples can provide initial evidence against the null hypothesis, but they are poorly-positioned for assessing generalizability if there is...

---

\(^1\) See www.tessexperiments.org

\(^2\) Throughout the chapter, we assume that non-response in probability samples is ignorable or addressable through post-stratification. While our analysis does not depend on this assumption, there is some support for the idea that it is often defensible. Some find that non-response in surveys over the years has not led to lower accuracy in those surveys (e.g. Keeter, Kennedy, Dimock, Best, & Craighill, 2006; Yeager et al., 2011). However those studies were used marginal distributions on non-weighted variables as a measure of validity; to our knowledge there has been no evaluation of the effects of survey non-response on treatment effect sizes over time.
any variation in treatment effects across groups—that is, *treatment effect heterogeneity* (see Tipton, 2013). For example, if younger respondents with lower educational attainment are less responsive to a treatment, but a recruited sample over represents older, highly-educated individuals, then the average effect estimated in a sample will be larger than that in the population.

Unfortunately, too little is known about treatment effect heterogeneity, and what is known has typically come from the analysis phase of research, not the design phase. Most experiments are designed to have power to detect *average* effects, and are only rarely well powered for detecting *differences* in treatment effects across subgroups (i.e., moderators). This is because moderator effects are statistically less precise than the estimate of the average effect, and this is exacerbated when subgroups are rare. As we will discuss, under-powered moderation analyses can result in high Type 1 and Type 2 errors (also see Gelman, 2014).

We argue that probability sampling, as typically implemented, does not automatically produce samples that are suitable for studying treatment heterogeneity, even when samples are high-quality and have low non-response bias. We propose that it is better to *design* the probability sample from the outset with the goal of understanding sources of treatment effect heterogeneity. By doing so, researchers are thus able to not only estimate an average effect, but also identify for whom, under what conditions, and why a treatment may work best (see Bryk, 2009; Shadish, Cook, & Campbell, 2001). This type of knowledge is central to the development of a theory of causal mechanism – the highest goal of science (see Cook, 1993).

In the remainder of this chapter, we explain a new approach that survey samplers can use when designing probability samples for survey experiments where there is a possibility of treatment heterogeneity. We begin by explaining why probability samples are preferred to non-probability samples for estimating two quantities (or *estimands*): (1) population average treatment effects and (2) treatment effects within subgroups. The chapter furthermore explains why typical probability sampling methods that optimize statistical power for the *average* effect in a
population do not necessarily optimize statistical power for the _subgroup_ effects of interest—especially when one’s interest is in estimating effects within a rare subgroup.

Next, this chapter explains why even large, well-constructed, highly-representative probability samples with randomized treatments can produce _confounded_ analyses of differences across subgroups. Specifically, when one interacts a manipulated treatment with a measured, non-manipulated variable (a moderator), then one faces the same set of confounds as any other observational study, despite randomization of the treatment (e.g., Morgan & Winship, 2014; Shadish et al., 2001). For instance, two competing moderators (e.g. race and education) might be highly correlated with each other and with a host of other unmeasured, third-variable confounds (like neighborhood segregation); a moderation analysis, even with both in a model, can have difficulty disambiguating which (if any) has causal power. Furthermore, the off-diagonal cases that could be useful for disambiguating the two (e.g., people who are both minority and highly educated) might be strongly under-represented even in a typical probability sample. This basic insight—that moderators are often observational and therefore confounded, threatening moderation analysis—has been almost completely ignored in the experimental literature on subgroup analyses and interaction effects (though see Tucker-Drob, 2011; Vanderweele, 2015).

We recommend a focus on the the development of sampling _designs_ that are informed by a _theory of treatment effect heterogeneity_. Our recommended approach requires researchers to identify important subgroups and hypotheses regarding _to whom, where, and under what conditions_ an intervention may work best _a priori_, rather than post hoc (see Gelman, 2014; Rothman & Greenland, 2005). In many cases, these potential moderators are not the usual demographics. Demographics are not always the most relevant to what enhances or precipitates a treatment effect. Instead, theoretically-relevant moderators are often rich contextual factors, or a person’s behavioral history. Sometimes measures of these moderators may need to be developed using available population data, because they are not always available. These measures can then be used to stratify the population. Ultimately, the allocation of the sample to these strata can be
based on power analyses for not only the average treatment effect, but also subgroup impacts and comparisons between these subgroups.

We illustrate our proposed approach using an empirical case study of a survey-administered behavioral-science intervention: The U.S. National Study of Learning Mindsets. This experiment evaluates the effects of an Internet-based, self-administered intervention on achievement-oriented behavior over time in a national probability sample of 76 U.S. public high schools. They manipulation is delivered via survey, and the outcome data are collected from official school registrars at the end of the school year. By using a novel stratification method – which we show reduces confounding between two theoretically-developed contextual factors and improves subgroup statistical power — it will be possible to test not only if the intervention has an effect on high school achievement on average, but also if it has differential effects across school contexts. Answers to such questions directly inform causal, mechanistic theory. Although this case study has many unique features – like the use of high school students, the availability of rich auxiliary information for strata construction, and assessment of behavioral outcomes – the same basic logic could apply to more traditional survey experiments.

**Probability Samples Facilitate Estimation of Average Treatment Effects**

We start with a review of basic causal inference for the estimation of the average treatment impact in a population. We then expand to address treatment heterogeneity. As has been well documented (e.g. Morgan & Winship, 2014; Shadish et al., 2001), as a result of random assignment to treatment, the baseline characteristics of the experimental and control conditions are equivalent, on expectation. Thus, on expectation, any differences in the outcomes of the two groups can be attributed to the presence of the treatment. This difference in average group outcomes in the sample is called the *Sample Average Treatment Effect* (SATE), and can be formally represented for units $i = 1, \ldots, n$ in the sample as the expected outcome $Y$ when a
treatment is present (1) minus the expected outcome when it is not (0), where the subscript S indicates this is the average over the sample,

\[ \text{SATE} = \mathbb{E}_S[Y_i(1)] - \mathbb{E}_S[Y_i(0)]. \]  

(1)

The estimate of the average treatment effect produced in an experiment is unbiased for the SATE (Holland, 1986). Put another way, as a result of randomization to treatment, in a well-designed experiment with no attrition, there is no treatment selection bias.

Importantly, if treatment effects vary across units, this SATE may differ across different samples and populations (Imai, King, & Stuart, 2008; Olsen et al., 2013; Weiss, Bloom, & Brock, 2014). For this reason, researchers have increasingly conducted these types of experiments in national probability samples, since doing so allows for the direct estimation of the average treatment effect in the population (i.e., PATE; see Mutz, 2011). The PATE has great value. For instance, policymakers may wish to implement a public health message for an entire nation, and they may want to know whether, on average, the message may improve people’s health behaviors.

We can define the PATE formally based on units \( i = 1 \ldots N \) in an inference population with the subscript P indicating average over the population, as

\[ \text{PATE} = \mathbb{E}_P[Y_i(1)] - \mathbb{E}_P[Y_i(0)]. \]  

(2)

Unlike the SATE, estimation of the PATE based on a randomized experiment is only unbiased when in addition to randomization of treatment, the sample is selected from the inference population randomly and when non-response is ignorable (i.e. uncorrelated with any source of treatment heterogeneity; Olsen et al., 2013; Tipton, 2013). When probability sampling is not used, the estimate of the PATE may be biased as a result of sample selection bias (Allcott, 2015; Tipton, 2013).

Recently, researchers in education, medicine and economics have become increasingly concerned about sample selection bias and its effect on ATEs (e.g., Allcott, 2015; Cole & Stuart, 2010; Tipton, 2013). This stems from the fact that it is rare in the social and behavioral sciences
for researchers to be certain that treatments have identical effects across all individuals in a population (e.g., Gelman et al., 2015; Green & Kern, 2012; K. Rothman & Greenland, 2005; Vanderweele, 2015). As Gelman et al. (2015) state, it is “better to start with the admission of variation in the [treatment] effect and go from there” (p. 637). Indeed, effects vary in relation to implementation quality, participant characteristics (e.g. gender or minority status in psychology experiments), and also contextual factors (Allcott, 2015; Hulleman & Cordray, 2009; Weiss et al., 2014).

One way to understand variation in treatment effects across subgroups in the estimation of PATEs is to decompose the overall effect into subgroup ATEs:

\[
PATE = CATE_1\pi_1 + CATE_2\pi_2 + \ldots + CATE_J\pi_J = \Sigma CATE_h\pi_h
\]

(2)

Here CATE$_h$ is the conditional (i.e., subgroup) ATE for group $h = 1, \ldots, H$, and $\pi_h$ is the proportion of the population in subgroup $h$ (where $\Sigma\pi_h = 1$). The PATE is then the weighted sum of these subgroup ATEs.

Decomposing the PATE in this way (Equation 2) highlights two facts pertinent to survey sampling. First, when the CATE does not vary across subgroups—for instance, when investigating a basic cognitive or biological process that works in the same manner for all humans—then any sample’s estimate of the ATE will match the PATE, within sampling error. In such cases, probability sampling is not needed. Second, if the CATE does vary across subgroups, but the achieved sample has the same proportions of individuals who are in each subgroup as in the population, then the ATE will match the population ATE, within sampling error (Olsen et al., 2013). A properly constructed and weighted probability sample with ignorable non-response ensures the latter, resulting in an unbiased estimate of the PATE, within sampling error.

If, however, a probability sample is not employed, improperly constructed, or has non-ignorable non-response, then sample proportions in each of the $H$ subgroups may differ from the population proportions ($\pi_h$). When treatment impacts vary, then the resulting estimate based on the sample (the SATE) may be biased for the ATE for the population (the PATE).
In the last five years, this problem has received increased attention in the statistical and methodological literature, resulting in a new set of tools for making post-hoc adjustments to the average treatment impact estimator (e.g., Stuart, Cole, Bradshaw, & Leaf, 2011; Tipton, 2013; Tipton, 2014). In general, however, probability samples are preferred over weighted non-probability samples for making generalizations about effect sizes when there is heterogeneity (as we expect there nearly always is in typical social and behavioral research).

**Treatment Effect Heterogeneity in Experiments**

We next briefly review current approaches to studying this heterogeneity in the social and behavioral sciences. Identifying subgroups has tremendous practical utility. Policymakers who know for whom, and under what conditions, a treatment is effective can target a treatment to subgroups where it may be most useful, and avoid delivering it in settings where it may be harmful (Cook, 1993; Solon, Haider, & Wooldridge, 2015). In addition, moderator analyses – which make comparisons between treatment impacts in subgroups – are critical for theory development because they point to causal mechanism.

Consider several prominent experimental manipulations that showed different treatment effects across subgroups:

- a manipulation of questionnaire wording is weaker or stronger for individuals with high versus low levels of education (a means of testing satisficing theory; e.g., Krosnick, 1999; Narayan & Krosnick, 1996);
- A “nudge” to motivate people to decrease energy use is more effective in households with large square footage or swimming pools, and less effective in households where even motivated individuals cannot decrease energy use (Allcott, 2015);
- different policy framings are more or less compelling to members of different political parties or ideologies (Entman, 2010); and
• motivational interventions delivered via Internet surveys change achievement-oriented behavior more or less for low-achieving students and/or racial/ethnic minority students (Paunesku et al., 2015; Yeager, Romero, et al., 2016).

Testifying to the importance of these moderator analyses for basic theoretical advances, our re-analysis of a random sample of psychology experiments published in premier journals in 2008 showed that 20% of all studies interacted a measured individual difference moderator with an experimental treatment or task (Open Science Collaboration, 2015).

Despite this interest in moderators and treatment heterogeneity, social and behavioral scientists have lamented the state of subgroup analyses in experimental research for decades. For instance, D. P. Green and Kern (2012) state, “in practice, the investigation of treatment effect heterogeneity in survey experiments often seems ad hoc and unstructured.”

Such unstructured analysis can cause problems for cumulative science. For example, authors have noted the large number of cases in which moderation of a treatment effect by a demographic characteristic did not replicate upon further examination (Gelman, 2014; Gelman et al., 2015; K. Rothman & Greenland, 2005; Vanderweele, 2015). In a famous clinical example, researchers discovered unexpected (and eventually unreplicated) moderation by gender for effects of aspirin in preventing stroke death, leading doctors to withhold aspirin from women for over a decade (see R. L. Rothman et al., 2005).

More broadly, Nosek and colleagues (Open Science Collaboration, 2015) attempted to replicate 100 randomly sampled psychology experiments. In this analysis, only 1 out of 20 studies that examined differences in responsiveness to an experimental treatment across measured individual characteristics (e.g., race, gender, IQ) replicated a statistically significant interaction. By contrast, 46% of all other kinds of studies replicated a significant difference ($X^2(1)=8.84, p=.003$).

In response to such pessimism, a growing amount of research has proposed novel analytic techniques for interrogating treatment effect heterogeneity, including regression trees (Imai &
Strauss, 2011), Bayesian Additive Regression Trees (BART; D. P. Green & Kern, 2012),
Generalized Additive Models (GAM; Feller & Holmes, 2009), and semi-parametric differencing
estimators (Horiuchi, Imai, & Taniguchi, 2007). These approaches are all carried out during the
analysis phase, however, and do not require a strong theory when selecting potential moderators;
instead, as data-driven approaches, they test nearly all possible moderators, with the focus on
finding the best predictive model.

As statisticians consistently note, the key to strong inferences is not the model, but
“design, design, design” (Bloom, 2010). Surprisingly, almost no research has explained the
implications of concerns about treatment effect heterogeneity tests for the design of survey
samples or experiments from the start (though see Tipton, 2015). We propose a design-oriented
approach that is theory-driven, requiring researchers to design new studies based on hypotheses
generated from prior work, thus resulting in a more cumulative model for science.

Estimation of Subgroup Treatment Effects

More formally, returning to equation (2), researchers may wish to estimate the
conditional average treatment effect, or CATE, for subgroup 1 as well as the CATE for subgroup
2, and so on. They may then be interested in determining whether the differences between
treatment effects in those subgroups is non-zero. Without planning carefully, estimates of
subgroup impacts and comparisons between them can be both biased and imprecise.

Problems with sample selection bias. One might imagine that as long as a sample had a
sufficient number of individuals from each subgroup, then it would be possible to obtain a
generalizable CATE effect size for that subgroup. That is, if there were no heterogeneity in
effect sizes within the subgroups—if men are men, women are women, whites are whites—then it
should not make a difference whether the subgroup in a sample was recruited through probability
methods or not. This position has long been taken in psychological research. That is, researchers
have compared arbitrary samples of subgroups in their responsiveness to experimental
manipulations: western college students vs. east-Asian college students (Markus & Kitayama, 2010), white college students vs. African-American college students (Steele & Aronson, 1995), low-income people versus high income people (Mullainathan & Shafir, 2013), and so on. This approach has become standard in political science as well, particularly as this field has migrated toward the use of national non-probability samples for research on differential effects of messages within Republican and Democratic subgroups (Green & Kern, 2012).

According to this logic, as long as one could obtain enough representatives from a given subgroup, through whatever means, then it is possible to estimate that subgroup’s treatment effect. Alas, there can be significant heterogeneity in effect sizes within demographic subgroups and therefore methods for acquiring a subgroup can produce bias.

This can be seen theoretically by extending Equation 2 to focus instead on a particular CATE for subgroup $h$,

$$\text{CATE}_h = [\text{CCATE}_{h1}\pi_{h1} + \text{CCATE}_{h2}\pi_{h2} + \ldots + \text{CCATE}_{hk}\pi_{hk}] / \pi_h,$$

where here the subgroup CATE (e.g., for women) can itself be decomposed into $k = 1\ldots K$ subgroup ATEs (what we call conditional-conditional ATEs, CCATEs), with the proportion of the population in these doubly-defined subgroups equal to $\pi_{hk}$ (where now $\Sigma \pi_{hk} = \pi_h$). Equation 3 shows that just as when estimating the PATE (2), bias can result if the population and sample proportions (the $\pi_{hk}$) are not identical and treatment impacts are not constant within the defined subgroup. Thus, in general, simply having enough representatives from a given demographic subgroup does not ensure that a sample is representative of the demographic subgroup—if there is any heterogeneity in treatment impact within the group. This is one reason that probability sampling is important for experiments, since when implemented well (and with ignorable non-response), this bias is removed, at expectation.

Problems with small sample sizes. Putting aside this issue of sample selection bias, the second issue in estimating subgroup ATEs has to do with small sample sizes. This concern arises regardless of the method used to recruit the sample, probability and non-probability. Given recent
innovations in statistical methodology regarding the detection of treatment effect heterogeneity (e.g. regression trees, Feller & Holmes, 2009; D. P. Green & Kern, 2012; Horiuchi et al., 2007; Imai & Strauss, 2011) and the (often large) sample sizes often found in survey experiments, it is easy to overlook the importance of adequate subgroup sample sizes when understanding possible sources of treatment effect heterogeneity.

This problem becomes particularly likely as the number of subgroups studied (H) increases, thus resulting in smaller and smaller sample sizes in each group. For example, imagine if subgroup effects are desired not only in terms of racial or ethnic minority status but also by education level. This would mean estimating the subgroup CATE for African Americans with a four-year degree or higher; in the 2016 Current Population Survey this group accounted for only 2% of the U.S. population,\(^3\) or just 20 respondents in a typical 1,000 person phone survey.

Small subgroup sample sizes can lead to two problems. First, small sample sizes typically lead to low statistical power, thus making it likely that one will erroneously conclude that a treatment was not effective for a subgroup (a Type II error). This is particularly likely given that most experiments are powered only for estimation of the SATE, not subgroup effects (K. Rothman & Greenland, 2005). For instance, in the example above, the minimal detectable effect for highly-educated African-Americans, with 80% power, would be \(d=1.16\), a massive effect as far as survey manipulations go. In practice, this lack of a statistically significant effect within a subgroup can be mistaken for ineffectiveness.

Second, somewhat ironically, small sample sizes – and the resulting low power – might lead researchers to search for subgroup effects across a variety of potential groupings, thus producing statistically significant but non-replicable results (a Type I error) (Gelman, 2014). This is the multiple comparisons problem (Gelman et al., 2015; C. L. Green, 1999; K. Rothman & Greenland, 2005; Simmons, Nelson, & Simonsohn, 2011). A famous example of this is the ISIS-2

---

\(^3\) Analyses conducted at [http://www.census.gov/cps/data/cpstablecreator.html](http://www.census.gov/cps/data/cpstablecreator.html)
trial (testing aspirin vs. placebo in acute myocardial infarction). Aspirin was effective for patients born under the signs of Libra and Gemini, but no others (see K. Rothman & Greenland, 2005). Results such as these could reasonably be obtained via post-hoc flexibility in data analysis, or p-hacking (Simmons et al., 2011). As a result, even a probability sample can produce non-replicable findings if the sample did not afford adequate power for a subgroup and therefore invited p-hacking (Gelman, 2014).

The design-oriented approach that we develop in this chapter reduces these problems by requiring researchers to articulate, from the very beginning, potential subgroups for whom estimating a CATE might be of interest. Information on the distribution of the related variables (e.g., education level, racial composition) is then gathered in the population, and power analyses are conducted based upon this information. For example, if the sample will include 1,000 individuals, but a CATE estimate is desired for a subgroup accounting for only 10% of this population, a power analysis would be conducted based on a sample of size 100 (=1000*.10). In many cases this will lead to a need for over-sampling (particularly with rare subgroups). Importantly, as we will show in the example, this means that when the PATE estimate is also desired from the same sample, a post-stratification adjustment will be necessary (otherwise, the simple, sample-based estimate will be biased).

Moderator Analyses for Understanding Causal Mechanism

As we have stated, the goal of mechanistic, theory-driven science is to not only understand if an intervention changes outcomes for particular subgroups, but also why or how (Cook, 1993). If we begin from this position, the detection of subgroup and moderator effects becomes not simply descriptive – as occurs when researchers report results by demographic subgroups without theory, in an actuarial sense – but explanatory, leading to a theory of the causal mechanism.
For example, one may conclude that an intervention has larger effects for women than for men – thus eliciting the question: Why? Is it something inherent about gender that leads to these differential effects? This is where the benefits of identifying possible moderators in advance are particularly large, since very often the focus is on contextual and social factors that may be more theoretically relevant to the mechanism of the intervention. In this section, we address two concerns that occur when testing these moderator effects – confounder bias and statistical power.

**Problems of confounder bias in probability samples.** In a probability sample, the estimate of a subgroup CATE is unbiased. However, just because the treatment impacts are found to vary in relation to a particular measured variable (e.g., education level) does not mean that that the moderator *causes* treatment effects to differ.

Consider that demographic characteristics are not, in and of themselves, causes of moderated treatment effects. Instead, they are proxies for unobserved material, social, or psychological realities that titrate a person’s responsiveness to a given experimental manipulation (Vanderweele, 2015). Recall the example of moderation of questionnaire design effects by educational attainment (Narayan & Krosnick, 1996). Researchers did not have a theory that a diploma causes moderation of a questionnaire manipulation; instead, educational attainment covaries with qualities such as IQ, need for cognition, social class, openness to experience, and more, which can make people pay greater or less attention to novel information (Narayan & Krosnick, 1996). Likewise, when assessing moderation by race and ethnicity, researchers rarely start an analysis with a theory about inherent qualities of skin pigment or of self-labels; instead researchers may expect that race covaries with access to resources or experiences of discrimination or stereotyping over the lifespan (Spencer, 2006), for instance those that affect trust in institutions (Smith, 2010) or performance in school (Steele, 1997).

The issues of confounding we are raising here have long been discussed and acknowledged in observational or quasi-experimental studies of the “X causes Y” sort (Morgan & Winship, 2014; Shadish et al., 2001). Researchers would not say that education causes longer life
solely on the basis of a correlation between the two. Instead, researchers routinely attempt to control or adjust for baseline differences between the groups they wish to compare, so as to isolate the effect of a category or status.

We argue that researchers need to address these same problems of confounding in the “M causes the effect of X on Y to be larger (or smaller)” case. This means not only defining a handful of relevant subgroups, but also the development of a theory of treatment effect heterogeneity – that is, a mechanism that potentially causes impacts to vary – and the development of statistical and design-oriented approaches to directly address concerns with identifying that mechanism.

Additional confounder bias problems with non-probability samples. In non-probability samples, concerns with confounder bias in moderator analyses are even larger. Just as the estimates of subgroup effects can be biased in non-random samples, so too are differences in subgroup effects. This is because the correlation between a demographic characteristic and an unobserved moderator may vary across the population, and thus may differ in a non-random sample compared to in a larger population.

Recent audits have investigated this possibility, comparing the covariance between demographic variables and unobserved characteristics in seven non-probability samples as compared to two probability samples and government benchmarks (Yeager et al., 2011). Yeager et al. (2011) showed that the the probability samples were more demographically representative than the non-probability samples, and were more accurate when estimating non-demographic characteristics. Critically, when weights were then applied based on demographics, the accuracy on the variables not used in weighting was increased in the probability samples. By contrast, in the non-probability samples, accuracy on non-weighted characteristics did not improve with weighting; in some cases, accuracy was worse (Yeager et al., 2011). This directly illustrates that even well-constructed and properly weighted non-probability samples do not necessarily accurately represent the latent, unobserved characteristics that typically covary with measureable demographics in a population (for another perspective, see Chapter [Klar and Leeper]). Hence,
using data from large non-probability surveys does not, in our view, yet address the issues of confounding and generalizability that we raise here.

**Problems with statistical power.** Until now, we have focused on issues of bias when attributing tests of moderation in the development of a theory of the causal mechanism. As with subgroup impact estimation, however, with moderator analyses another issue arises: statistical power. In moderation analyses this concern with power is even larger than it is when estimating subgroup CATEs, since the resulting test involves comparisons between estimated quantities. Recall, for example, that in the simplest case (in which subgroups are defined at the same level as the PSU and two subgroups are compared)\(^4\),

\[
V(\text{CATE}_1 - \text{CATE}_2) = V(\text{CATE}_1) + V(\text{CATE}_2). \tag{4}
\]

Equation 4 illustrates that the variance of a difference between subgroups is – in the best case – twice as large as the variance of a subgroup-specific CATE.

If the goal is to minimize the variance of this difference for a fixed total sample size \(n\) – thus increasing power – a well-known result (see Raudenbush & Liu, 2000) is that the best strategy is to divide the sample evenly across these subgroups (i.e., \(n/2\) to estimate \(\text{CATE}_1\), \(n/2\) to estimate \(\text{CATE}_2\)). If multiple comparisons are desired – as when all pair-wise subgroup comparisons are of interest – the end result is a strategy in which not only are some subgroups over-sampled, but furthermore the sample size in each of the subgroups is the same. As noted previously, this uniform sampling across subgroups biases the estimate of the population ATE, which means that post-stratification weighting will be required.

To see why post-stratification weighting may be problematic, however, let us now examine the variance of such an estimator\(^5\),

---

\(^4\) Certainly, complex sampling will result in an additional covariance term here.

\(^5\) This variance estimator assumes the subgroups are independent. In more complex samples they will not be and the variance formula will need to take these covariances into account. We focus on the simplest case to highlight the roles that \(p_b\) and \(\pi_b\) play.
\[V(\Sigma \pi_h \text{CATE}_h) = \Sigma \pi_h^2 V(\text{CATE}_h) = \Sigma (\pi_h/p_h) \pi_h^* V(\text{PATE}),\]

where \(\pi_h\) is the proportion of the population in subgroup \(h\) and \(p_h\) is the proportion of the sample, \(V(\text{PATE})\) is the variance of the PATE estimate if no post-stratification is required (i.e., \(p_h = \pi_h\)), and where the last approximation is due to Tipton (2013). In this estimator, the total sampling variance is thus a function of the ratio of population and sample proportions, leading to a larger variance whenever an allocation scheme other than proportional allocation is implemented. This particularly occurs if there are very small subgroups in the population (i.e., small \(\pi_h\)) but equal allocation is used across subgroups to ensure power for moderator tests (i.e., \(p_h = 1/H\)).

The end result is that power for detecting differences in subgroup treatment effects (i.e., having a significant interaction comparing two CATEs) is lower than for detecting a simple effect of the treatment within the subgroup itself (estimating a single CATE). Thus the optimal strategy for powering for the detection of moderation can be far from optimal for estimating the population ATE. We return to this tension in the next section and in an example from a national experimental study.

**Stratification for Studying Heterogeneity**

In this section, we outline a general approach to sample design for survey experiments interested in estimating three parameters: the average treatment impact in the population (PATE), subgroup treatment effects (CATEs), and pre-defined differences in treatment impacts across subgroups. Throughout we focus on designs in which observations are nested in clusters of some type, with a focus on treatment effect heterogeneity defined at the cluster level. In the experiment used as a motivating example in this chapter, these clusters are schools. In other survey experiments, clusters might be regions, villages, counties, demographic subgroups, or firms.

**Overview.** The approach we develop builds off one proposed by Tipton (2014) and Tipton et al. (2014) for estimation of the average treatment impact in field experiments in
education research. The approach is a version of stratified sampling, though the definition of the strata deviates from the traditional approach found in surveys.

To begin, an inference population must be clearly defined— for example, it might include all high schools in the United States – and information on these clusters in the population must be available. For example, in the education context, this information can come from the Common Core of Data and include information on school-level demographics. When participants are drawn from an existing probability sample panel, such as the GfK knowledge panel or the NORC Amerispeak panel, this may include information on person-level demographics, cognitive abilities, or socio-demographic questions answered on a profile survey, that can be aggregated to important subgroups (e.g., political party membership). When one’s goal is to conduct experiments with adults who are not yet part of a panel, then in the future it may be possible to obtain richer micro-data on people’s past behavior or characteristics (for instance, whether they voted in past elections, and what their party identification was, from the validated voter file) and then invite people to participate within strata.

Strata are commonly used in surveys to reduce residual variation when the measures of interest vary substantially across strata. In most surveys, these measures of interest are the outcomes. For example, in education experiments, strata are typically defined by the percent of students in free or reduced lunch, a measure of socio-economic status, which predicts schools’ test scores (Battle & Lewis, 2002). In this usage, strata are employed only for reducing variation in the sample, and, while taken into account in the variance calculation, are not the focus of the analysis.

In contrast to the typical approach, we argue that the covariates that matter for stratification in survey experiments are instead those that explain variation in treatment impacts (Tipton, 2014). Since these cannot be known a priori, researchers can identify possible treatment effect moderators based upon both previous empirical research and a theoretical understanding of the mechanism of the intervention. In terms of practicality, however, not all potential moderators
can be included, since these must be available in existing population level data. For example, demographic variables are often available, whereas variables related to attitudes and beliefs are not. Once defined, these variables are then used to stratify the population.

When there are multiple variables, stratifying is more difficult, and is limited by the total number of experimental units; for example, a study including 100 sites could have at most 100 strata (and likely, many fewer). Tipton (2014) shows that one approach is to reduce the dimensionality to a single variable through the use of k-means cluster analysis. In this approach, \( k \) is the total number of strata that study resources can accommodate, and the k-means procedure results in \( k \) clusters (strata) that are maximally heterogeneous. Tipton et al. (2014) show that another approach, propensity scoring, can also be used and is particularly effective in “synthetic” generalizations. These are generalizations in which the population to whom researchers want to generalize cannot take part in the study; for example, this arises when an effect is desired for the population of schools currently using a program.

In this previous research by Tipton (2014) and Tipton et al. (2014), the goal of stratification is to gather a sample that is compositionally similar to the inference population so that the SATE estimated in the study is an unbiased estimate of the PATE. In this chapter, however, we shift focus to an alternative approach to stratification that adds a concern with treatment contrasts.

**Operationalizing moderators.** In the survey experiment context, after researchers have identified a set of potential moderators, a next question is how to operationalize these. For example, socio-economic status may be of interest, in which case researchers must develop a measure that operationalizes this construct. This might involve the use of a *latent variable* approach, pooling data from several sources, for instance through structural equation modeling.

---

6 Tipton (2014) shows that k-means can be used with both continuous and categorical variables through choice of the distance metric.
Latent variables can involve the inclusion of data from multiple – and sometimes novel – data sources; the NSLM, for example, included data on school quality collected on a website aimed at parents (GreatSchools.org). As noted above, this approach is most useful when the moderators of interest are contextual variables available in public data.

**Orthogonalizing moderators.** A second concern is the degree to which the hypothesized moderators covary, or, put another way, to what degree the effect of one moderator is *confounded* by another possible moderator. For example, in school data, the proportion of minority students in a school is highly correlated with the academic rigor and achievement level of a school. If the population is *not* stratified on these variables, then it is likely that in the resulting sample they will be so highly correlated as to make it difficult or impossible to test hypotheses regarding them separately. Being able to distinguish between these potential causes is important, since it allows for greater understanding of the causal mechanism. To orthogonalize moderators, it is helpful to have adequate sample not only of the marginal distribution cells but also the off-diagonals.

**Stratum creation and allocation.** Population units should then be divided into strata based upon this set of moderators. The next step is to allocate the population to these $H$ strata, noting which proportion of the population is found in each stratum (i.e., $\pi_h$, $h = 1 \ldots H$). An important question in all stratified sample designs is how to allocate the $n$ units in the sample to these $H$ strata (i.e, the $p_h = n_h/n$).

If the goal is only to estimate the average treatment impact, the optimal strategy is to allocate the sample proportionally (i.e., $p_h = \pi_h$). This strategy, however, may not be optimal for testing contrasts between the treatment impacts in different strata. This approach is particularly problematic when the sample size $n$ is small to moderate and some of the strata being tested contain only a very small proportion of the population. In fact, as shown above, if pair-wise contrasts are desired between all strata, the optimal strategy for moderator analyses is to instead divide the sample evenly across strata (i.e., $p_h = 1/H$).
In practice, the competing goals of estimating the population ATE and testing comparisons between strata must be balanced. If the allocation is not proportional (i.e., $p_h \neq \pi_h$), however, this means that in order to estimate the average treatment impact, a reweighting approach will be needed (see Equation 4). While the technical details are beyond the scope of this chapter, in order to determine the ‘ideal’ stratum allocation, these three separate parameters and their competing demands for power must be taken into account. In practice this often means prioritizing hypotheses into ‘confirmatory’ and ‘exploratory’, giving greater preference for allocation schemes for ‘confirmatory’ analyses than others (Open Science Framework, 2016).

**Nesting a Randomized Treatment in a National Probability Sample: The NSLM**

To illustrate the issues addressed in this chapter, we turn to an example based upon the National Study of Learning Mindsets (NSLM) study. So-called “mindset interventions” (e.g. Aronson, Fried, & Good, 2002; Paunesku et al., 2015) teach students new beliefs that can increase their motivation to learn—in particular, they teach that “smartness” is not a fixed quantity, but can be developed with effort over time (Dweck, 2006; Yeager & Dweck, 2012). Psychologists have advocated for their broader use in policy and practice (e.g., Rattan, Savani, Chugh, & Dweck, 2015). The goal of the NSLM is to determine if brief mindset interventions can increase student motivation and improve learning outcomes for high school students throughout the U.S., especially during the difficult transition to high school (Yeager, Romero, et al., 2016). The procedures described here were validated in a successful pilot intervention conducted in a convenience sample, which raised low-achieving students’ grades (Yeager, Romero, et al., 2016).

The NSLM provides a motivating example for this chapter for three reasons. First, questions regarding the generalizability of mindset interventions have received recent policy interest (e.g., see Executive Order No. 13707, 2015). Second, the NSLM is one of only a handful of educational and social welfare experiments to include both probability sampling and random
assignment (see Olsen et al, 2013). Third, and most critically, the NSLM illustrates well the theoretical points raised in this chapter so far: why a convenience sample is inadequate for estimating treatment effects, why typical probability samples are inadequate, why typical moderation analyses are confounded, and how a theory of heterogeneity can inform better design that addresses these issues.

**Design of NSLM**

**Population frame.** The inference population was based on a school sampling frame created by ICF International that included both information from the Common Core of Data (CCD), a file of public schools obtained from the National Center for Education Statistics (NCES), and data from Market Data Retrieval (MDR). The MDR data files augment and update CCD data for public schools. This inference population was defined to include only schools serving grades 9 – 12 (e.g., excluding K – 12 schools), since a focus was on the effect of a program for students transitioning to a new school environment. Only public ‘regular’ schools were included, thus excluding private, charter, Bureau of Indian Affairs, Department of Defense, and other exceptional schools. This resulted in a frame that included over 12,000 schools.

**Two-stage design.** The sample included two stages of selection. First, the >12,000 schools were divided into primary sampling units (PSUs). In some cases these aligned with school district boundaries, while in other cases they involved combining smaller districts. This created 4,693 (PSUs). Methods for probability proportional to size (PPS) sampling were then defined in order to first select PSUs and then schools. This was done to reduce cost of recruitment (which was done face-to-face). Within most schools, a census of students was recruited. In some schools, where computer lab availability was limited, a random sample of students was recruited.

**Non-response.** While the intervention in the NSLM is brief, it requires school resources, including working computers and the ability of a school to get all 9th grade students through the computer lab in adequate time, and the evaluation requires extraction of sensitive student records.
In anticipation of school-level non-response, ICF selected a stratified random sample of 140 high schools, with the expectation that more than 70 would agree to participate in the study; 76 did.

**Experimental design.** The experiment begins at the beginning of high school, in the fall semester, and is delivered through a computer program. Within each of the schools, 9th grade students were randomized to treatment condition. Randomization was conducted within the software itself. This person-level random-assignment also allowed for separate treatment impacts to be estimated in each school.

**Treatment.** Students randomized to the treatment received a brief mindset intervention (< 2 hours) (Yeager, Romero, et al., 2016); students randomized to the control condition received a brief, comparable non-mindset program focused on the transition to high schools (also < 2 hours). The study involves two doses of the program, with at least 2 weeks between doses. “Intent to treat” analyses are conducted with students regardless of whether they received the second dose.

**Outcomes.** Outcomes are survey responses regarding motivation (assessed during the second computerized session), as well as outcomes from administrative records gathered at the end of the academic year, such as average grade point average and proportion earning D or F averages in core classes.

**Developing a Theory of Treatment Effect Heterogeneity**

**Goals.** In addition to estimating a population ATE, the goal of the NSLM from the outset was to determine what kinds of schools show weaker or stronger treatment effects. This focus on treatment effect heterogeneity led to the considerations and design developed in this chapter, with a particular concern on issues of confounding in moderator analyses.

**Potential moderators.** In order to address concerns with confounder bias in the moderator analyses, a list of possible moderators was developed at the study outset and, based upon theory, two moderators were selected: school achievement and school minority
composition. More specifically, these were selected based upon the theory that a mindset message should boost motivation and achievement when (a) the mindset message counter-acts some other message that is suppressing motivation, and when (b) students attend schools where motivation matters for learning. Hence, the mindset intervention, which teaches that “smartness” is not fixed but can be developed, might be more effective (a) for students whose intelligence may be impugned by negative stereotypes (Steele, 2011), which in the U.S. is often students of color (specifically Black or Hispanic/Latino students), and (b) in schools that reward at least some level of motivation (i.e., not the worst schools) but where motivation is not already maximal (i.e. not the best schools).

**Operationalizing school achievement level.** As noted, intervention effects might vary in relation to school achievement level, including features of the students (e.g., test scores, motivation), teachers, and school (e.g., offering AP classes, quality). Information of this type, however, was not readily available in the CCD, which ICF used to create the sample selection plan. This meant that the team needed to develop such a measure.

The creation of a school achievement variable involved pooling data from several outside sources. The first of these sources was GreatSchools.org, which provides within-state information on schools (and rankings from 0 - 10) based upon school test scores, as well as other features (e.g., parent and community ratings, absenteeism, programs offered). The second source was high school average PSAT scores and Calculus AB and English (Literature and Language) AP participation rates, which were provided from the College Board. The third source was state proficiency levels for math and reading for 8th grade (gathered from the National Assessment of Education Progress [NAEP]). Notably, while PSAT and NAEP scores all identify features of student achievement, the offering of AP courses speaks instead to decisions made at the institutional level in schools.

With these three data sources combined, a structural equation model was used to estimate a latent “school achievement” variable. The model and factor loadings are given in Figure 1.
below. Based on this variable and the associated loadings, a “school achievement” value was estimated for each school; this variable was then standardized. Finally, the school achievement variable was divided into strata. Based upon a theory that the treatment impact would be largest in ‘average’ schools, three strata were created based on the 25\textsuperscript{th} and 75\textsuperscript{th} percentiles.

**Figure 1.** A latent variable model of school-level school achievement, estimated from various indicators of test scores, advanced achievement, and community ratings. Measures coming from the same data source were allowed to be correlated to adjust for shared method variance and to improve model fit; RMSEA<.10.

![Latent variable model](image)

**Orthogonalizing for minority composition.** The obvious empirical challenge is that school minority composition is confounded with school average achievement. See Figure 2, which visually depicts this. The scatterplot shows the sampling frame of more than 12,000 regular U.S. public schools in 2014, and association between the % minority students (Black or Hispanic/Latino), on the y-axis, and, on the x-axis, the average school achievement level.
(variable described below in Figure 2; \( r = -0.67 \)). A red line depicts the loess smoothing curve for the bivariate relation. Note the paucity of “off-diagonal” cases; very few schools have below-median minority composition and bottom 25% achievement level (the bottom left cell) and very few schools have above-median minority composition and top 25% achievement level (the top right cell).

Figure 2. CATE hypotheses by strata defined by school achievement by % minority, including correlation between moderators.

Given this concern, minority composition (% black or Hispanic/Latino) was divided into two groups based upon the median value in the population (26%). The strata for minority composition were then crossed with those for school achievement. This resulted in six possible strata.
Developing the Final Design

Stratum creation. The resulting design included \(2 \times 3 = 6\) strata. In order to develop the final design, hypotheses regarding the CATEs in each stratum were specified. In Figure 2, overlain on top of this bivariate plot are theorized control and treatment group levels of student achievement—that is, hypothesized CATEs. Notice that, from left to right, the control group rises regardless of minority composition, because higher-achieving schools are expected to have higher achievement. And yet the size of the treatment contrast is thought to be largest in the middle range of school achievement, because of our hypothesis that in the lowest-achieving schools in the U.S. motivation is swamped by more basic concerns (like safety or curricular resources), while for the highest-achieving schools, all students may be nearly-maximally motivated.

In Figure 2, when comparing top to bottom, control condition levels are expected to be weaker in high-minority schools due to stereotype threat, which is the worry about contending with negative stereotypes about one’s group (Steele, 2011). However, because the mindset intervention presumably alleviates a portion of the consequences of stereotype threat (Aronson et al., 2002), then the treatment contrast is hypothesized to be larger in high-minority schools versus low-minority schools. Adding these two moderation effects together, the largest treatment contrast was expected for high-minority, medium-quality schools (Stratum 3 in Figure 2).

Based on this theory, it was decided that two of the strata could be combined, the ‘high’ and ‘low’ minority by ‘low’ context strata, since it was hypothesized that effects would be similar in both and since testing these differences were not a high priority. This resulted in five strata, given in Table 1.

Stratum allocation. The first row of Table 1 provides the proportion of the population of schools in each of the five strata. Importantly, while these are mostly evenly distributed, the fifth stratum – containing ‘high’ minority ‘high’ context schools – included only a very small proportion of the population (approximately 5%; also recall Figure 2). A typical probability sample could easily have included far too few of these schools to reliably test hypotheses.
In the second row of the table, the number of schools (out of 140) is given that would have been included using proportional allocation. Given the goals of pair-wise comparisons between strata, the third row indicates the allocation that would have been best for stratum contrasts (equal proportions across strata). Here the differences are largest with respect to the fifth stratum again, which would have moved from 5 to 15 schools, a five-fold increase. The fourth row indicates the final allocation used for sample selection. This allocation offers a compromise between the previous two, taking into account expected CATEs in each stratum (which were higher, based on theory, in some strata than others).

**Implementing sample selection.** Implementing the stratified selection design was not straightforward because the strata were defined based upon school characteristics, but the sample selection process involved first the selection of PSUs. The final design included the selection of 70 sample PSUs with probabilities proportional to size (PPS) at the first stage; at the second stage, 140 sample schools were selected with equal probabilities within strata (i.e., two schools from each sample PSU). The measure of size assigned to each school was eligible 9th grade enrollment.

**Final sample.** Sample selection for the study took place over the Summer and Fall of 2016. Overall, 76 schools agreed to take part. The final numbers of schools per strata can be located in the bottom row of Table 1. Even with non-response, this increased the proportion of the sample in the High-High stratum (the most rare subgroup) threefold. The analysis of the study results are currently in process, with preliminary results expected in Summer 2017.
Table 1. Strata definitions and allocations in NSLM

<table>
<thead>
<tr>
<th>School achievement level</th>
<th>Low</th>
<th>Med</th>
<th>Med</th>
<th>High</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minority %</td>
<td>Low/High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Population of schools (100%)</td>
<td>25%</td>
<td>27%</td>
<td>23%</td>
<td>20%</td>
<td>5%</td>
</tr>
<tr>
<td>Proportional Allocation (n=140)</td>
<td>35 (25%)</td>
<td>39 (27%)</td>
<td>32 (23%)</td>
<td>28 (20%)</td>
<td>7 (5%)</td>
</tr>
<tr>
<td>Optimal for Strata Contrasts (n=140)</td>
<td>28 (20%)</td>
<td>28 (20%)</td>
<td>28 (20%)</td>
<td>28 (20%)</td>
<td>28 (20%)</td>
</tr>
<tr>
<td>Final Plan (n = 140)</td>
<td>28 (20%)</td>
<td>34 (24%)</td>
<td>32 (23%)</td>
<td>19 (14%)</td>
<td>26 (19%)</td>
</tr>
<tr>
<td>Final Sample (n = 76)</td>
<td>13 (17%)</td>
<td>25 (33%)</td>
<td>18 (24%)</td>
<td>9 (12%)</td>
<td>11 (15%)</td>
</tr>
</tbody>
</table>

Discussion

The NSLM is unique in several ways compared to other survey experiments. However, we argue that the focus on treatment effect heterogeneity and the design-based perspective are important in all survey experiments. This is particularly important as behavioral experiments are rapidly increasing in their prevalence in public policy, economics, and political science (Wilson & Juarez, 2015). As we conclude this chapter, we therefore focus on five discussion points for researchers designing survey experiments.

**Estimands.** Survey experiments typically focus on estimation of the ATE in a population. However, as we have argued throughout, if treatment impacts do in fact vary, then the average effect is not adequate for answering many questions regarding an intervention. Instead, testing hypotheses regarding this variation offers greater insight into how and why an intervention changes outcomes.
**Contextual effects matter.** In much of the survey experiment literature, the focus is on *individual* behaviors and treatment heterogeneity related to these features. However, we argue that in these situations – just as in education – context matters and should be studied. Individual behaviors are often affected by social conditions, including local culture, region, and organizational affiliations. Additionally, very often the individual is not the decision maker when implementing an intervention outside a study. For example, in political science studies focused on Get-Out-the-Vote campaigns, resources may be allocated at the local, village, regional, or state level, and as such moderators associated with these contexts matter.

**Plan for moderators.** Much of recent innovations regarding treatment effect heterogeneity and generalizability in both experiments conducted in probability samples and convenience samples have focused on post-hoc analysis methods. In contrast, the approach developed here – in following recent work on generalization more broadly (e.g., Tipton, 2014; Tipton et al., 2014; Tipton & Miller, 2015) – asks researchers to begin their study with a discussion of these moderators. There are three benefits to this. First, it is possible that even in large studies, there are small subgroups that while representing a very small fraction of the population are important for testing hypotheses regarding moderator effects. Second, by identifying these at the beginning of the study, better pre-treatment data can be gathered both from other sources, as well as *from the study sample* itself. Third, by shifting to ‘confirmatory’ and ‘exploratory’ hypotheses, problems from multiple testing and data fishing are circumvented. This follows best practice in the design of experiments more generally, particularly in clinical trials, and speaks, too, to reproducibility issues in social science studies.

**Designing strata.** While standard in the design of surveys, strata are typically included with the goal of reducing variance of the estimators; these are typically related to measures of geography or basic demographics. In this chapter, we argued that in survey experiments strata should be designed instead with respect to variables that potentially explain variation in treatment
impacts. Creating these strata can take work – and may require the collection or combination of new sources of data.

Importantly, in some cases, scientific hypotheses are highly correlated, and in these cases, stratifying on multiple covariates can greatly increase the ability to unconfound the effects. In the NSLM example, unplanned moderation analysis of either of racial composition or school achievement would have been confounded in critical ways. Indeed, although racial-composition and school achievement level are positively correlated, the direction of the moderation, at least in the top 75% of schools, is opposite (see Figure 2). Without understanding one or the other, then the two relations might have cancelled out.

**Power concerns.** In this chapter, we argue that when designing a survey experiment to study treatment effect heterogeneity, compromises will be required in order to accommodate the multiple estimands of focus. This is because the design that is optimal for one estimand (e.g., the PATE) is not always optimal for another estimand (e.g., moderators). As we showed in the NSLM, with only 76 clusters, moderator analyses would have been greatly under-powered had prior planning not taken these into account in the study design.

**Conclusion**

In this chapter, we have argued for a new design-based approach to studying treatment effect heterogeneity and causal mechanism in survey experiments. The focus of this approach is on the development of a sample selection procedure that enables estimation of three parameters – the population average treatment effect, subgroup impacts, and contrasts between subgroups. This approach was developed in relation to a real example – that of the NSLM– that included 76 public high schools throughout the United States. Our hope is that future survey experiments will learn from the NSLM design, leading researchers to develop not only generalizable estimates of average treatment effects, but also better theory regarding the mechanism behind these effects.
References


Bloom, H. S. (2010). *Nine lessons about doing evaluation research: Remarks on accepting the Peter H. Rossi Award*.


https://doi.org/10.1073/pnas.1524360113